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ABSTRACT

This paper introduces "Shai" a 10B level large language model specifically de-
signed for the asset management industry, built upon an open-source foundational
model. With continuous pre-training and fine-tuning using a targeted corpus, Shai
demonstrates enhanced performance in tasks relevant to its domain, outperform-
ing baseline models. Our research includes the development of an innovative
evaluation framework, which integrates professional qualification exams, tailored
tasks, open-ended question answering, and safety assessments, to comprehensively
assess Shai’s capabilities. Furthermore, we discuss the challenges and implications
of utilizing large language models like GPT-4 for performance assessment in as-
set management, suggesting a combination of automated evaluation and human
judgment. Shai’s development, showcasing the potential and versatility of 10B-
level large language models in the financial sector with significant performance
and modest computational requirements, hopes to provide practical insights and
methodologies to assist industry peers in their similar endeavors.

1 INTRODUCTION

Recent advancements in Large Language Models (LLMs) have resulted in breakthroughs, with
100B-level models like GPT-4 [1], LLaMa?2 [2]], ChatGLM]3]], BLOOM|4], Falcon[5] and PaLM2[6]
leading the way in natural language processing (NLP) capabilities. These models have shown
an exceptional ability to generate natural and coherent text, understand complex contexts, and
adapt to a wide variety of tasks and scenarios. Besides the general LLM development, domain
specific LLM development is also flourishing, where the domains span from law[7; 8} 9] to health
care[ 105 [115 125 [13]] and finance[14 155 (165 [17] etc. The domain specific LLM has its unique value
due to the focused and private data which provides domain and task related knowledge.

In this work, we introduce Shai, a large language model focusing on asset management(AM) area.
As a special area in finance, asset management has its special industry compliance and service
knowledge, most of which are professional and accessible only within the company. Though open-
source finance LLMs have shown great potential, the need for domain-specific adaptation for practical
AM applications remains.

Our endeavor for building an AM LLM are as follows:

* First, we pick up and define several NLP tasks for a typical asset management company, and
build the corresponding task dataset for training and evaluation.

* Second, we conduct continuous pretraining and supervised finetuning on a 10B-level base
LLM model, providing an optimal balance between performance and inference cost.

* Third, we conduct evaluation covering our proposed AM tasks. These evaluations include
financial professional examination questions, open Q&As based on real-world scenarios,
specific tasks designed for asset management scenarios, and safety assessments, providing
a comprehensive and objective evaluation. To gain valuable insights into the relative
performance of these models in the specific context of asset management, we notably
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bring Shai into direct comparison with mainstream 10B-level open-source models, such as
baichuan2[18]], Qwen[19]], InterLM[20]], and Xverse[21]], on our proprietary dataset. This
approach allows us to provide a comprehensive and objective evaluation while highlighting
the comparative strengths of Shai in the asset management domain.

Our contributions are: 1) As far as we know, we are the first to build a 10B level LLLM for asset
management, which achieve the best performance comparing to the mainstream 10B-level LLMs.
2) We share our detailed construction process consisting of continuous training and SFT. 3) We
present a few interesting findings: The LLM model, which appears to be associated with task-related

pre-training strategies, exhibits an advantage in downstream tasks; The evaluation based on GPT4
has bias on input position and text length.

2 LLMS IN ASSET MANAGEMENT
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Figure 1: Asset management business scenarios
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Asset Management is a specialized field that offers well-rounded financial solutions to both individual
and institutional investors. Its primary goal is to achieve wealth growth and optimal returns for clients,
adjusted for risk, through meticulous management of funds and investment portfolios. This field
incorporates several key processes such as investment and market research, formulating investment
strategies, optimizing investment portfolios, risk management, customer service, and other support
and operational tasks.

The complex and multifaceted nature of asset management has amplified the demand for advanced
Al solutions. With the fast-paced advancements in big data and Al technology, the use of Large
Language Models (LLMs) in asset management has been expanding. LLMs play a crucial role in
optimizing business workflows, enhancing efficiency, and improving the quality of decision-making.

In investment research, for instance, LLLMs can assist asset management firms in quickly and
accurately extracting key information from a vast array of market data, financial reports, and macroe-
conomic indicators. They can analyze and summarize this complex information, enabling faster data
collation and reducing errors that can occur due to human intervention.

In the realm of risk management, LLMs can aid asset management companies in predicting and
evaluating various types of risks via sophisticated data analysis and pattern recognition. For example,
when it comes to assessing the market volatility of a particular asset class, LLMs can swiftly analyze
historical trends and relevant news reports, providing both quantitative and qualitative support to the
risk assessment process.

In customer service and consultation, the application of LLMs has significantly improved the user
interaction experience. They can comprehend the specific needs and situations of customers, providing
targeted responses or recommendations, which greatly enhances customer satisfaction.

In the context of regulatory compliance, LLMs can interpret complex regulatory documents, assisting
asset management companies in ensuring that their business operations meet a variety of legal
requirements. For instance, when new financial regulations are introduced, LLMs can quickly



summarize the main changes and potential impacts, helping the company adapt swiftly to changes in
the legal environment. Figure 1 illustrates some specific tasks in the asset management field where
LLMs can be applied.

3 DATA

The quality and relevance of data play a crucial role in the successful training of large language models.
In our process, our primary goal was to feed our model high-quality data from the asset management
sector. However, solely focusing on domain-specific training could result in "catastrophic forgetting",
a scenario where the model loses its grasp on previously acquired knowledge while learning new
domain-specific information. To mitigate this, we included a blend of generic content in our training
data.

3.1 PRE-TRAINING DATA

During the pre-training phase, we selected a diverse range of data sources for model training,
including textbooks from the financial and economic sector, research reports, interview records of
fund managers, articles from official Chinese media outlets, and content from encyclopedias, books
from various fields, and corpose from online forums.

Data Volume
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Figure 2: Data distribution

It is worth mentioning that we incorporated exclusive datasets from the asset management area.This
includes reports and opinions offered by experts covering macroeconomic factors, market trends,
industry analysis and company evaluation and so on, which enriching the model with abundant
professional knowledge and unique industry insights. Moreover, we included industry compliance
and legal regulation documents. These documents serve as a reflection of ethical standards, laws
and regulations within asset management company. In addition, we utilized knowledge bases on risk
management and customer service, that equipping the model with comprehensive industry insights
and specialized knowledge.

However, we must acknowledge the potential errors during data processing, as both data parsing
abilities and OCR systems may make mistakes. Moreover, online information can contain low-value
content. To ensure the quality of our training data, we employed a text cleaning solution based on the
ChatGPT Prompt project to remove data with low informational value, biased positions, or parsing
errors.



3.2 SUPERVISED FINETUNING DATA

Our data for Supervised Fine-tuning was divided into four parts: general dialogue, financial vertical
Q&A, asset management tasks, and proprietary industry data.

* For the general dialogue portion, we utilized open-source data from Alpaca[22], RefGPT[23],
and sharegpt[24]. The Alpaca and RefGPT data have high accuracy and were used di-
rectly. The sharegpt data consists of user-submitted ChatGPT conversations, which were
re-answered by GPT-4 to select the higher quality answer.

* In the asset management field Q&A portion, we generated a series of question-answer pairs
by having GPT-4 read materials from the financial field. We chose questions and generated
answers through three different methods: direct answering by GPT-4, answering by GPT-4
based on the original material, and answering by GPT-4 based on material found through a
search system. The best answer was selected by GPT-4 for training data.

* We also designed specific financial tasks for the asset management field to enhance the
model’s abilities in understanding, extraction, analysis, and logical reasoning. For each
task, we prepared 10 to 20 different expressions and had GPT-4 select the best answer for
self-validation.

* Lastly, we use proprietary natural dialogue data within our company. After anonymization
and information quality and accuracy screening, this data proved instrumental in training
the model to understand and respond to questions related to the asset management industry.

After all of the processing, we had approximately 75k samples for Supervised Fine-tuning.

4 TRAINING

In the training phase of our study, we adopted a flexible approach, selecting an open-source language
model as our foundational model, with the understanding that this choice may evolve based on future
developments. We found that some open-source models are capable of generating content that aligns
perfectly with the format of actual test questions during their text completion tasks, as shown in Table
[I} We infer that these models probably have taken the task related corpus during pre-training instead
of using only general unsupervised text. Based on previous studies and our own experiments with the
foundation models, we believe that using task pre-training may play an important role for superior
performance against rivals, though it is not officially stated or emphasized.
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Table 1: Comparison of generation outcomes between a model trained with task related corpus and a
model trained with general unsupervised text.

Our model adopts a structure that utilizes a ChatML[25] template. This approach uses natural
language along with special characters to denote the question-answer relationship between the user
and the Al To enhance this, we implement the concept of prompt-tuning[26; [27]], increasing the
number of special characters to 10. This enhancement allows our model to better understand and
respond to complex queries.

During the pre-training phase, we used a natural Q&A corpus from the internet, particularly from
zhihu.com. These natural dialogues were structured in the same format as the SFT stage, allowing
these specific characters to learn and comprehend these relationships during pre-training. This
approach aids in minimizing the adaptation cost between pre-training and SFT stages.



5 EVALUATIONS

5.1 EVALUATIONS TASKS

To comprehensively assess the performance of large language models in the asset management
industry, we have constructed a multi-faceted evaluation dataset. This dataset is divided into four
major components, each designed to test the model’s performance in a specific aspect.

* Firstly, we employ financial professional examination questions to evaluate the model’s
financial knowledge. These questions cover a broad range of financial concepts and theories,
allowing us to understand the model’s depth of financial cognition.

* Secondly, open Q&A sessions related to asset management business are used to evaluate
the model’s ability to understand complex queries and generate knowledgeable responses.
This component allows us to assess the model’s understanding and application of financial
knowledge in a more dynamic and practical context.

 Thirdly, we have designed specific tasks for asset management scenarios. These tasks
test the model’s capabilities in understanding, extracting, analyzing, and summarizing
information. In essence, they assess the model’s practical application skills and its analytical
and execution abilities.

Lastly, we conduct safety assessments to evaluate the model’s capabilities in adhering
to economic safety and compliance standards within the asset management field. This
ensures that the model’s application remains safe, ethical, and within the boundaries of legal
requirements.

Financial Nouns Explain

Mathematical Problems

Financial Data Q&A Investment Research Q&A

News Sentiment Analysis Investment Advisory Q&A

Financial Inference Analysis Legal Regulation Q&A

Review Sentiment Analysis Risk M: t Q&A
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Investment Viewpoint Extraction Securities Exam |
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Figure 3: Asset management domain large language model evaluation framework

These four parts of data constitute a comprehensive and rigorous assessment framework for large
language models within the context of asset management. Through the utilization of this unique
dataset, our aim is to highlight the real-world utility and possible limitations of large language models
in asset management operations. This will in turn provide valuable guidance for the enhancement and
application of future models. In total, we devised 6377 evaluation questions spanning 24 sub-tasks.
Table [2] provides an detailed overview of these specific tasks.

5.2 SCORING METHODS

To ensure the fairness and objectivity of the evaluation, we adopted the Zero-Shot mode for all
evaluation questions. In this mode, the model directly answers the questions without relying on any
previous examples. This method helps to examine the model’s understanding and answering ability
of unknown questions, thereby providing a more accurate measure of its practical performance. To
reduce the impact of randomness in the evaluation process, we conducted five independent evaluations



Task Description

Investment Research Q&A Q&A related to investment research, including macroeconomics, indus-
try, company, etc.

Investment Advisory Q&A Q&A related to investment advisory issues, including investment portfo-
lio, asset allocation, investment consulting, investment management, etc.

Legal Regulation Q&A Q&A related to financial regulations, including various laws and policies.

Risk Management Q&A Q&A related to risk control case analysis and rule interpretation.

Customer Service Q&A Q&A related to real customer service questions.

Mathematical Questions(FMQ) Perform financial mathematical calculations, including interest rate, val-

uation calculation, etc.

Financial Data Q&A(FD-Q&A) Answer questions based on background information.

Financial Indicator analysis(FIA)  Perform calculations based on background information and financial
data.

Review Sentiment Analysis(CSA)  Classify the sentiment of financial user comments.

News Sentiment Analysis(NSA) Classify the sentiment of financial news headlines.

Event Information Ext(EIE) Extract financial events and all related information.

Financial Indicator Ext(FIE) Extract all financial indicators and values.

Investment Viewpoint Ext(IVE) Extract investment opinions and tendencies.

Causal Event Reasoning(FCER) Extract investment causal logic and events.

News Summary(NS) Summarize and generate headlines for financial news.

Financial Nouns Explain(FNE) Explain advanced professional financial vocabulary.

General Safety General safety issues, including prejudice, discrimination, crime, net-
work safety and other areas.

Economic safety Economic safety includes economic system, financial market, sustainable
development, etc.

AM compliance Compliance mainly refers to the internal code of conduct and ethical

standards of asset management companies.

Table 2: The detailed description of the evaluation task (As financial professional exams consist of
standard multiple-choice questions, which are not further elaborated here).

for each model, averaging the scores to determine the final score. This repeated evaluation method
helps to smooth out the errors caused by accidental factors, making the evaluation results more stable
and reliable. For scoring objective questions, we primarily employed accuracy as the evaluation
metric.

In the open Q&A part, we initially explored GPT-4’s scoring ability. We adopted a multi-dimensional
evaluation system, including accuracy, comprehensiveness, professionalism, and straightforwardness,
to comprehensively and objectively evaluate the quality of the model’s answer. However, during the
actual scoring process, we found that GPT-4 has many limitations, and we recorded these in the hope
of providing insights for other works.

* Position Bias: Building on the discussion in previous research like Wang’s[28]] about the
effect of answer order in large models, we carried out an investigation to validate this order
effect and proposed a more refined approach for determining the winner. To verify this
hypothesis, we applied the Wilcoxon[29] signed-rank test to analyze the impact of order
changes on model scores. The test results showed an effect size r value of -0.6941187,
clearly indicating that the order of answers plays a substantial role in scoring. In addition,
we explored the impact of varying score difference threshold settings on scoring consistency.
We found that the higher the score difference threshold, the higher the consistency of
scoring results (shown in figure 4). Therefore, when determining the final winner, it may be
inadequate to simply rely on the highest score without considering the score difference. We
suggest that a significant winner can only be affirmed when the score difference between
two models surpasses a specific threshold. This method enhances the accuracy of our
differentiation of performance disparities between models.

* Length Bias: Our study indicates that GPT-4 seems to favor longer answers during the
scoring process, which is consistent with previous findings on verbosity bias in large
language models [30; 31]. However, the influence of length on scoring is subtle and
multifaceted. To further investigate this phenomenon, we conducted two sets of experiments.
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Figure 4: Score difference thresholds and score consistency relationship. Consistency refers to
whether the victor chosen in two rounds of scoring remains the same with reversed order. If the
victor is consistent across both rounds, we consider the scoring to be consistent. Score difference
threshold implies that a winner between two models is only determined if the difference in their
scores exceeds this threshold; otherwise, the outcome is regarded as a tie. Our findings indicate that a
higher threshold for determining the winner correlates with increased scoring consistency.

In the first experiment, we explored the overall impact of length on scoring, not just focusing
on this single variable. We generated 10 different answers for each of the 50 questions using
the same model, then divided the answers into two groups based on their length. We then
had GPT-4 score these responses and applied the Wilcoxon signed-rank test to analyze the
effect of answer length on scoring. The results showed a significant difference between the
two groups (p < 0.001), with longer answers receiving higher average scores (9.67) than
shorter ones (9.13). This might suggest a certain bias towards longer answers in GPT-4’s
scoring system.

In the second experiment, we controlled for the amount of information in the answers and
focused on exploring the impact of verbosity. We intentionally selected pairs of answers that
contained the same information but differed in their level of verbosity. Here, we found that
the concept of verbosity itself is quite complex and that different types of verbosity can have
varying impacts on scoring. We identified three types of verbosity: a) repetitive information,
b) filler words that don’t add any substantial information, and c) additional information that
doesn’t relate to the question. Our results showed that GPT-4’s scoring was not significantly
affected by verbosity types a) and b). However, for type c), GPT-4 tended to assign higher
scores to the more redundant answers, with an average score difference of 1.14 points.

* Domain-Specific Knowledge Limitations: GPT-4 showed a certain error rate in evaluat-
ing queries within the asset management domain, signifying its limitations in knowledge
acquisition and application in this specific area. As shown in the example below, GPT-4
misunderstood the concept of " H Y. %" (a term describing a very popular fund that can
be sold out in one day), leading to an incorrect judgment during the evaluation. Given
the necessity for high levels of accuracy and expertise within the financial sector, expert
evaluation is indispensable. We assembled a team of specialists to assess open Q&A, which
served as the ultimate evaluation criterion.

5.3 EVALUATION RESULT

We assessed the performance of financial exam questions using two distinct evaluation methods:
Chain of Thought (COT) [32]] and Answer Only (AOT). We found that the COT method didn’t
significantly enhance the model’s performance (refer to the appendix). This might be because
financial professional exams typically focus on particular knowledge areas and skills rather than
requiring extensive reasoning. Given that the prompts can vary greatly in real-world applications and
we don’t impose any specific format for prompts, we chose to use the top score from either method
as the final score for the task to accommodate this diversity. In comparison to other models of a



<Question>: —fRIRi B A RN RIMBTREPALF?

<Answerl>: HXH (Sunfund) B—FMURZANE, BURAXREND HEREWEESNE, FHET— 15 BFRATSRE . XFEEE AT ENA
MEESEMHCRT. KT, BRAENRAATE—RETIL, EHRAMRATSMEE. .
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Figure 5: GPT-4 misrating case

similar size (around 1.3 billion parameters), our model topped the leaderboard in the task of financial
professional exams. This suggests that our model is more accurate in dealing with professional
exams.

Task Shai- Qwen- Baichuan InternL. M- XVERSE- GPT- Gpt
14B 14B 2-13B 20B 13B 35 4
Fund 75.5 69.6 532 54.3 543 52.1 72.0
Securi- 78.0 74.6 63.0 59.4 60.5 62.0 79.9
ties

Banking 78.5 72.4 58.9 56.0 58 57.6 71.9
Futures 59.3 53.8 44.8 38.3 44.0 43.9 62.4
CFA 539 52.3 43.9 46.4 44.2 49.7 62.3

Table 3: Scores for financial exam tasks(the maximum value in AOT and COT)

When evaluating specific task practices in asset management scenarios, our model displayed a
strong practical application ability. It excelled notably in financial reasoning tasks which included
complex activities such as mathematical computations and financial report analyses. In addition,
in tasks that have been executed in asset management companies, such as investment viewpoint
extraction, announcement time extraction, and investment causality analysis, our model displayed
robust command execution and knowledge application skills, outperforming other comparable models.
These results not only highlight the model’s proficiency in understanding and resolving intricate
financial issues, but also encourage further exploration of large language models’ applications in the
asset management domain.

However, in some application scenarios that do not have significant financial characteristics, such as
news summary generation, our model did not exhibit particularly outstanding performance. At the
same time, despite showing strong performance among models of the same level, our model still has
a significant gap compared to GPT-4. These findings point out the limitations of the model in some
areas, and also provide a direction for future improvements and development.

Regarding safety, all the assessed models demonstrated substantial efficacy in general safety metrics
such as discrimination, propensity towards violence, health data management, fairness, and network
safety. Significantly, our model, following an intensive learning process rooted in the economic
and financial landscape specific, displayed superior performance in the domain of economic safety.
This has notably contributed to the maintenance and sustainable progression of the stability of the
national financial market. Beyond mere adherence to societal values, our model exhibited remarkable
adeptness in aligning with industry regulations, suggesting its potential to generate content congruent
with industry norms in practical applications, thus playing an instrumental and positive directive role.

In subjective Q&A questions, after evaluation by the expert team, our model emerged as the top
performer amongst comparable models.

We found that our model has effectively assimilated a broad spectrum of financial knowledge via
the pre-training phase, thereby enriching its foundational knowledge base. This broad knowledge
base allows the model to give more accurate and reliable answers, greatly reducing the the risk of
disseminating inaccurate information or generating hallucinations. For instance, concerning the
concept of "Jb[A] ¥ 4" some large language models incorrectly interpret it as "funds flowing from



Task Shai- Qwen- Baichuan InternLM- XVERSE- GPT- GPT-
14B 14B 2-13B 20B 13B 3.5 4
FMQ 37.7 36.7 334 31.1 24.6 39.7 57.6
FD- 95.5 93.5 90.8 83.5 83.8 94.5 97.5
Q&A
FIA 50.5 33.8 36.4 20.7 16.7 59.1 75.4
CSA 76.7 713 72.0 64.0 54.0 72.0 84.7
NSA 95.2 95.2 78.4 86.4 92.8 82.0 97.6
EIE 83.7 71.6 64.6 68.2 56.0 79.8 91.9
FIE 88.2 84.9 74.4 77.3 82.3 77.1 95.8
IVE 75.3 68.6 70.2 66.9 64.7 73.7 87.9
FCER 88.4 77.5 81.4 62.2 59.7 87.3 93.1
NS 75.3 66.3 77.16 56.8 79.7 - 85.3
FNE 83.0 79.3 74.0 54.7 61.3 717.7 89.3

Table 4: Scores for AM scenario application tasks (The scoring method for ns tasks is to calculate the
non-negative ratio compared to gpt3.5, so gpt3.5 does not show the score.)

Safety Shai- Qwen- Baichuan InternLM- XVERSE- GPT- GPT-
Task ‘ 14B ‘ 14B ‘ 2-13B ‘ 20B ‘ 13B ‘ 35 ‘ 4
General 96.8 93.7 96.4 96.0 93.7 90.4 94.7
Economic 98.0 944 87.3 95.0 91.0 71.8 82.0
Compli- 825 76.5 63.4 67.3 72.0 62.2 79.8

ance

Table 5: Scores for safety tasks

mainland China into Hong Kong." However, our model accurately identifies and logically elucidates
this concept.
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Figure 6: Case 1 of open Q&A

Our model also exhibited exceptional proficiency in financial reasoning. The responses it generates
are not only logically coherent but also exhibit professional depth. Specifically, in the domain of
risk control in asset management, the model excelled at conducting comprehensive case analyses,
providing in-depth and insightful reasoning.

<Question> 1 FTFF. HREFEEWHERE~NHESAHRBE~TRT0%; BRARE, EAREHRIGEME, SMBFERNL, EBEARET
B 2 W2 3K 58 P HOEE BURT U T 22 A= B3R TR B B2 7= 1980%, BAEHEN AR TR~ BRIt B E/~M80%; “HEXNK” TEIRETHRIZUL. H5E
SR B3 KRR FHE & £ AT E R A BRI P E A FIR MK . ATHXiB QDINE AN H M AN TR AIRE]: AHRIFFHRE—H
# (AT, EFRERALRRIN) RITHIES T ETSBIARIRER10%. BEEEAUTE FRIRE.

RIBULERFEIE, BATEEE20%HXERR?

XIA-RBITRIFRK, BRATEZWHXE O HITFRT 2 E~1080%, MEEERBTXAS~. L, RE20%MWEEERRFEERMN, L,
BREBRITIANB—NMELITERLLBIERS, BXERGEABMEITMIES, FRERE. Hit, BEE20%HEXEERFSEREMIERE. X
R, ERRENEREERACEER.

Figure 7: Case 2 of open Q&A

Moreover, our model has exhibited an impressive capacity for flexibility. It can fluidly adjust its
responses based on the distinct styles and needs of various inquiries, providing more context-specific
and targeted answers. Thus, whether responding to queries from professional financial analysts



dle 14B 14B 2-13B 20B 13B 35 4
Score | 747 | 726 | 66.4 | 379 | 484 | TL1 | 843

Mo- ‘ Shai- ‘ Qwen- ‘ Baichuan InternLM- XVERSE- ‘ GPT- ‘ GPT-

Table 6: Scores for open Q&A tasks

or financial consumers, the model can generate responses that are aptly suited to their particular
requirements. As illustrated in Figure [8|and Figure[9], this flexible capability significantly enhances
the model’s practicality and effectiveness in real-world applications, enabling it to excel in complex
financial analysis tasks, while also playing a crucial role in customer service.
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Figure 8: Case 3 of open Q&A
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Figure 9: Case 4 of open Q&A

After comprehensive assessment, our model displayed significant accomplishments and capabilities.
In the financial examination component, the model performed admirably, indicating its extensive
knowledge base. In practical tasks, the model showed excellent ability to execute commands and
apply its knowledge, proving to be a reliable tool for asset management professionals. In the business
Q&A section, the model also displayed a high level of accuracy and logical consistency, as evaluated
by our expert panel. Importantly, following safety training, the model showed strong capabilities
in the area of economic safety, further enhancing its reliability for applications within the financial
domain.

6 CONCLUSION

In this research, we have developed "Shai", a 10B level language model specifically designed for
asset management, leveraging advanced training techniques and a diverse array of financial data.
Shai extends beyond the capabilities of existing open-source models, offering enhanced precision and
expertise in the financial realm.
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Our evaluation framework, specifically designed for this sector, combines financial exams, open-
ended question-answering, practical tasks, and rigorous safety assessments. This comprehensive
approach allows us to thoroughly gauge Shai’s performance and its applicability in real-world asset
management scenarios.

The results demonstrate that Shai excels not only in financial examinations and practical tasks but
also in critical safety aspects, such as economic security and adherence to ethical standards. These
achievements underscore its reliability and high value for the asset management industry.

In summary, our study highlights the significant potential of large language models like Shai in
the field of asset management. Moving forward, our efforts will concentrate on refining Shai’s
functionality and exploring broader applications, thereby enriching the role of Al in asset management
and advancing the field towards a more intelligent and data-driven future.
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Table 7: Case of Open Q&A for All Models
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Table 8: Case of Open Q&A for All Models

Task Shai- Qwen- Baichuan InternLM- XVERSE- GPT- GPT-

14B 14B 2-13B 20B 13B 35 4

AOT  Fund 75.5 69.6 532 543 543 52.5 70.4
securi- 78.0 73.8 60.9 59.4 59.4 60.0 79.9

ties

Bank- 78.5 72.4 58.9 56.0 56.6 57.6 719

ing

Futures 59.3 51.8 44.3 37.5 425 43.9 60.7
CFA 52.7 51.1 43.1 46.4 42.4 49.4 60.9

COT Fund 74.1 69.0 53.0 53.5 529 52.1 72.0
securi- 76.0 74.6 63.0 554 60.5 62.0 76.0

ties

Bank- 76.6 69.3 57.0 52.1 58.0 56.8 75.5

Futures 58.6 53.8 44.8 38.3 44.0 42.4 62.4
CFA 539 523 43.9 42.7 44.2 49.7 62.3

Table 9: Scores for Financial Exam Tasks(AOT and COT)
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