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In this study, we propose a stochastic model for predicting the behavior of financial market traders. First, using
real ordering data that includes traders’ information, we cluster the traders and select a recognizable cluster that
appears to employ a high-frequency traders’ market-making (HFT-MM) strategy. Then, we use an LSTM-based
stochastic prediction model to predict the traders’ behavior. This model takes the market order book state and
a trader’s ordering state as input and probabilistically predicts the trader’s actions over the next one minute.
The results show that our model can outperform both a model that randomly takes action and a conventional
deterministic model. Herein, we only analyze limited trader type but, if our model is implemented to all trader
types, this will increase the accuracy of predictions for the entire market.

1. Introduction

Today, there are increasing systemic risks in the financial

market. It is because the complexity of the financial market

has been increasing. The financial crisis of 2007–2008 was

one of the most famous examples of systemic risks. To avoid

future crashes, or more accurately predict future markets,

we need to discover the underlying mechanism and take

this into account. Many researchers are attempting to pre-

dict market movements using machine learning approaches

using only macroscopic data, such as market prices and

macroeconomic indicators. However, such approaches com-

pletely ignore financial markets’ micro–macro mechanisms,

the most important of which is that movements of the whole

market are attributed to the accumulated interactions be-

tween individual traders’ actions.

To deal with this problem, we need to build a trader

model to predict each trader’s actions for simulation. Re-

cently, ordering data with masked trader information from

the Tokyo Stock Exchange (TSE) was made available to cer-

tain people for particular usages, making it possible to filter

the ordering data by traders. Moreover, our proposed clus-

tering method, which extends the approach of [Uno 18], en-

ables us to identify traders who show specific trading strate-

gies. In this study, we propose a stochastic model for pre-

dicting traders’ ordering behavior based on a type of neural

network known as the long short-term memory (LSTM).

We call this model the Stochastic Trading Behavior Model

(STBM). Herein, we test the STBM on data from traders

employing the well-known high-frequency trading market-

making (HFT-MM) strategy. We focus on this because,

as a first step, it is too challenging to handle all possible

trader types at once. The HFT-MM strategy involves mak-

ing frequent limit orders to obtain the margin price between

the best ask and the best bid. However, the price is very

likely to dramatically change beyond the spread; to hedge

against this risk, HFT-MM traders monitor the market and

make rapid series of orders, repeatedly making new orders
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and then canceling them. This strategy is distinctive and

thus, relatively easy to identify in financial market data,

so we decided to target HFT-MM traders when testing our

STBM.

In our study, the STBM showed promising performance,

outperforming both a by-chance model and the theoreti-

cal limit on deterministic models. Although these results

only focus on HFT-MM traders, if our model can be ap-

plied to other types of traders, then it is possible to predict

each trader’s behavior and make trustable bottom-up sim-

ulations or financial market predictions based on real data.

2. Related Works

Over the years, there have been many attempts to pre-

dict future markets. Traditionally, technical or fundamen-

tal analyses of financial markets were conducted, but owing

to technological advances, other prediction approaches are

gaining in popularity. First, several researchers have used

support vector machines to predict prices or price indices

[Kim 03, Kercheval 15]. Some studies have also used deep

learning to predict market prices, movements, or turning

points [Sirignano 19, Tsantekidis 17, Dixon 19, Zhang 17].

Moreover, [Wang 19] proposed the CLVSA, a model for pre-

dicting price trends in financial markets based on the LSTM

and Seq2seq deep learning models. [Tashiro 17] proposed

an LSTM-based short-term price prediction model based

on ordering data at millisecond timescales. They later ex-

tended this method to use a convolutional neural network

instead of an LSTM [Tashiro 19]. However, the above work

focused only on macroscopic data or mechanisms to predict

macro indices such as market trends, price movements, or

price indices, ignoring potential micro-mechanisms.

Alternatively, some researchers have taken other ap-

proaches, focusing on the traders’ actions. [Chiarella 02]

proposed a very basic trader model for use in simula-

tions that determines the trader’s strategy based on fun-

damental factors, trends, and noise. Other researchers

later built and demonstrated a model of HFT-MM traders

[Avellaneda 08] based on equations that consider the mar-
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ket ordering strength, current fundamental prices, and

trader inventories. They used this to perform multi-agent

financial market simulations.

Moreover, some studies have focused on HFT or HFT-

MM strategies. [Hosaka 14] performed an HFT analysis

based on the same data used in this study, finding that

many of the HFTs in the TSE market were executing

market-making orders. [Uno 18] proposed a method of clus-

tering traders based on financial market data (which we ex-

tend in this study) and demonstrated that it could identify

the orders of traders employing distinctive strategies, such

as HFT-MM.

Other researchers have also studied financial markets us-

ing real data. For example, [Miyazaki 14] detected illegal

orders and trades by applying a Gaussian mixture model to

raw ordering data, while [Nanex 10] reported several dis-

tinctive trader behaviors based on mining ordering data.

3. Method and Experiments

3.1 Data & Extracting HFT-MM Orders
In our study, we used two kinds of data on the Tokyo

Stock Exchange (TSE). One is the FLEX Standard, which

contains the order book information. The other is order

book reproduction data. This data contains all complete

orders and masked trader information and enables us to

trace traders’ behaviors. We used ordering data of HFT-

MM traders, which is extracted from order book reproduc-

tion data. The way of the extraction is explained in the

following. The data from January 2015 to July 2015 was

used for building our new model. On the other hand, the

ordering data from August 2015 was used for evaluation

and comparison.

In the following, we explain the extraction of HFT-MM

trader’s ordering data from the order book reproduction

data. Although order book reproduction data has masked

traders’ information, it cannot help us to identify the type

or strategy of traders. So, to extract ordering data of HFT-

MM only, we used a clustering analysis base on [Uno 18].

In our paper, we extended the method [Uno 18] in terms of

the usage of the executed and market order ratio.

At first, for each trader, we calculated

(ActionsPerTicker) =

(newOrders) + (changeOrders) + (cancelOrders)

(numTickers)
.

Here, we calculate the index for each bussiness days and

we employ the median of the indecies of bussiness days

in the data. Then to extract HFT only, we filter traders

by (ActionsPerTicker) > 100. This gave us a total of 181

traders. Then, we also calculated the following indices for

each trader on each day.

(InventoryRatio) =

Median
ticker

(∣∣∣∣ (soldVol.)ticker − (boughtVol.)ticker
(soldVol.)ticker + (boughtVol.)ticker

∣∣∣∣)

(ExecutedRatio) = (executedOrders)/(newOrders)

LSTM
Cell

LSTM
Cell

LSTM
Cell

LSTM
Cell

LSTM
Cell

Market State
(Order book)

09:37

Trader’s State
(Ordering State)

Trader’s Actions
in the next 1 min.

(Prediction)

09:38 09:39 09:40 09:41

Dense
/MLP

Dense
/MLP

Dense
/MLP

Dense
/MLP

1 min. 1 min. 1 min. 1 min.

input input input input input

input input input input input

pred. pred. pred. pred.

Time

Figure 1: Overview of our neural network model.

(CancelRatio) = (cancelOrders)/(newOrders)

(MarketOrderRatio) = (marketOrders)/(newOrders)

(TickerPerVSLOG) = ln {(numTikcer)/(numVS)}
(ActionsPerTickerLOG) = ln (ActionsPerTicker)

After calculating these indices for each day, we took the

median values. These indices are corresponding to the fea-

tures of HFT-MM: low inventory ratios (InventoryRatio),

low executed ratios (ExecutedRatio), high cancel ra-

tios (CancelRatio), and very low market order ratios

(MarketOrderRatio). Then, we normalized all indices over

traders before clustering analysis. The clustering analy-

sis we employed was hierarchical clustering with Ward’s

method, Euclidean distances, and a limit of ten clusters.

As a result, we found one cluster which satisfies all cri-

teria for HFT-MM. In the cluster, there are seven traders.

To ensure that these seven traders employ the HFT-MM

strategy, we confirmed it by plotting their ordering histo-

ries and stock prices. Thus, finally, we got the ordering data

of HFT-MM.

3.2 Trader Behavior Prediction Model
Finally, we built a neural network model to predict the

behavior of the traders identified above. This model, based

on an LSTM [Hochreiter 97], predicts each trader’s behav-

ior over the next one minute. We adopted an LSTM to

evaluate the market state because it changes over time and

the traders’ actions depend on historical information, such

as trends.

Figure 1 gives an overview of our model. This model is

a kind of deep learning model to predict the future behav-

ior of the traders. In this model, we employed an LSTM

[Hochreiter 97] for processing time-series market states.

As a market state, we input data from FLEX Standard.

The orders are divided into 18 classes: (1) best bid, (2–8)

1–7 tick(s) below the best bid, (9) 8 or more ticks below the

best bid, (10) best ask, (11–17) 1–7 tick(s) above the best

ask, and (18) 8 or more ticks above the best ask. Inputs

data are turned into percentages of all volumes on the order

book. In addition to these 18 classes, we include two fea-

tures describing the best bid and ask prices. Thus, LSTM

receives a total of 20 input features.

As another input representing the traders’ ordering state,

we input the detailed order data of HFT-MM. This data

contains the orders’ placement state at each minute. The
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21 classes exists: (1) above best bid, (2) best bid, (3–9) 1–7

tick(s) below the best bid, (10) 8 or more ticks below the

best bid, (11) below best ask, (12) best ask, (13–19) 1–7

tick(s) above the best ask, (20) 8 or more ticks above the

best ask, and (21) other (set to 1.0 if all the other features

are 0.0). These values are also the percentage of all volume

of the current trader’s orders.

After the processing by LSTM and Dense/MLP layer in

Figure 1, our model predicts the probabilities of the actions

in the next minute. The 21 possible ordering actions are (1)

above best bid, (2) best bid, (3–9) 1–7 tick(s) below the best

bid, (10) 8 or more ticks below the best bid, (11) below best

ask, (12) best ask, (13–19) 1–7 tick(s) above the best ask,

(20) 8 or more ticks above the best ask, and (21) other (do

nothing). For the prediction, we used the softmax layer.

And, for the model training, we used Adam optimizer and

loss function of mean squared error (MSE).

The model details are tuned in hyperparameter tuning.

Here, we divided the data into 90% training and 10% vali-

dation sets. The data was from January 2015 to July 2015

(143 business days). As a result, LSTM with a hidden layer

size of 523 with an embedded size of 505, a dense layer with

an embedded size of 310, and a ReLU activation function

are employed.

After tuning the hyperparameters, we tested our model.

As mentioned above, we used the August data, which

was not used for training or validation, for testing. Here,

we measured the MSE between the predicted actions and

ground truth trader actions for the following minute. Par-

ticularly, we define the probabilities of taking each of these

21 classes at time t as pt1 to pt21, and define the correspond-

ing ground truth values as p̂t1 to p̂t21. The MSE at time t

is defined as MSEt =
∑21

i=1

(
p̂ti − pti

)2

. The final MSE is

defined as fMSE = 1
150

∑150
t=1 MSEt, and is calculated for

each data set. (TSE market have two 150 minutes sessions

in one day.) Finally, we employed the mean fMSE value

over the entire test data set as the performance index.

For comparison, we considered two other models. The

first was a by-chance model; this zero-intelligence model

was selected from the 21 classes at random with probability

1.0/21. The second model represented the theoretical limit

on deterministic models. We assumed that the model would

always take the best possible option, defined as

pi =

{
0.5 (if i ∈ {j, k})
0.0 (other)

,

j = argmaxi∈{1,··· ,10}{p̂i}, k = argmaxi∈{11,··· ,20}{p̂i}.

4. Results

First, Figure 2 shows the prediction results for three rep-

resentative examples, plotting the bid and ask action proba-

bilities separately for each example. Here, the blue and red

lines indicate the predictions and ground truth (actual) ac-

tions, respectively. Examples 1 ((a) and (b)) and 2 ((c) and

(d)) show quite good results, with MSEs of 0.004972 and

0.007460, respectively. However, the results for example 3

are poor, with an MSE of 0.324278.
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Figure 2: Three example predictions. Here, (a) & (b), (c)

& (d), and (e) & (f) are the results for bid and ask actions,

respectively. The vertical axes show the action probabili-

ties, while the horizontal axes correspond to the ordering

action types mentioned above. However, these plots skip

(21). The blue and red lines indicate the predictions and

ground truth (actual) actions, respectively.

Table 1: MSE results for three different models.

Model MSE

STBM 0.170129± 0.274952

By-chance 0.396102± 0.362223

Ideal deterministic model 0.530091± 0.506592

Next, we consider the statistical results. Table 1 shows

the MSE for each of the three models. Here, our STBM

outperforms the other two models, but the significant vari-

ances indicate that the prediction accuracies substantially

fluctuated. But each pair of models were significantly dif-

ferent. These results clearly show that our STBM outper-

formed both the by-chance model and theoretical limit on

any deterministic model.

5. Discussion

First, we discuss our STBM’s performance, particularly

the fact that it outperformed the theoretical limit on any

deterministic model. Although we employed the MSE met-

ric where deterministic models have a disadvantage, in real

markets, traders cannot determine their actions without

resorting to probabilities because future financial markets

are inevitably uncertain. Thus, we believe that stochas-

tic action models represent more natural trading strategies.

Moreover, our model substantially outperformed the by-

chance model.

Some of the features in Figure 2 also suggest that our

model worked quite well. In example 1 ((a) and (b)), it cor-

rectly predicted wherein actions were more probable, and

its predictions were excellent in example 2 ((c) and (d)).

In bid action predictions of example 2, our model correctly

predicted that the most likely bid action was to make an bid

order at 8 or more ticks below the best bid. Conventional
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models, such as that in [Avellaneda 08], would never have

predicted this because this behavior is atypical of HFT-MM

trading.

The advantage of our STBM is that its neural network

can account for the market and ordering states. In addition,

the LSTM can remember previous market movements when

evaluating the market state, enabling it to make more ac-

curate and detailed predictions than conventional models.

However, such data-driven approaches have only recently

become possible, owing to the huge volume of data required.

Moreover, as previously mentioned, such trader-based pre-

dictions have only become possible owing to the availability

of new data that includes masked trader information.

This work can also be extended to improve conventional

financial simulations, which depend heavily on manually

created trader models which may, therefore, be biased.

Moreover, many simulation-based approaches are determin-

istic. With our STBM, financial simulations will become

more trustable and realistic.

In future work, we plan to improve our model in three

main areas. First, We also plan to test other neural net-

work architectures. We could consider other possible archi-

tectures, such as a convolutional neural network, instead of

a dense layer/MLP.

Second, we want to apply the STBM to other types of

traders. Here, we focused on HFT-MM traders, selected

via a clustering analysis. However, if we are to predict the

movements of the whole market by combining the predicted

actions of all traders, we will have to consider other trader

types; this will imply overcoming several obstacles. For ex-

ample, currently, the STBM only predicts the action prob-

abilities for the next minute, but we also need to consider

the number of orders made during that time.

Third, to combine our STBM with simulation-based ap-

proaches for financial markets, we should conduct tests to

confirm that it also correctly works under simulated condi-

tions, as real and simulated financial markets may be some-

what different. However, if we can combine an STBM based

on real market data with hypothetical market simulations,

we can potentially make predictions for scenarios that have

never occurred.

6. Conclusion

In this study, we have proposed the STBM for financial

markets. This study aims to predict a trader’s actions dur-

ing the next minute based on the previous market state and

the trader’s ordering state. It is a neural network model

based on an LSTM and predicts the trader’s actions prob-

abilistically with the possibility of doing nothing.

Here, we focused on applying the STBM to traders em-

ploying high-frequency trading market-making (HFT-MM)

strategies. First, using real ordering data that included

masked trader information (order-book reproduction data),

we performed a hierarchical clustering analysis only for

high-frequency traders, selecting one cluster that we be-

lieved to consist of HFT-MM traders. Then, we used the

data from these traders to train an STBM. The results show

that it outperformed both a by-chance model and the the-

oretical limit on conventional deterministic models.

In future work, we plan to apply the STBM to other

trader types. In addition, we could apply it to agent-based

simulations.
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