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Abstract—Recent advances in large language models (LLMs) have unlocked novel opportunities for machine learning applications in
the financial domain. These models have demonstrated remarkable capabilities in understanding context, processing vast amounts of
data, and generating human-preferred contents. In this survey, we explore the application of LLMs on various financial tasks, focusing
on their potential to transform traditional practices and drive innovation. We provide a discussion of the progress and advantages of
LLMs in financial contexts, analyzing their advanced technologies as well as prospective capabilities in contextual understanding,
transfer learning flexibility, complex emotion detection, etc. We then highlight this survey for categorizing the existing literature into key
application areas, including linguistic tasks, sentiment analysis, financial time series, financial reasoning, agent-based modeling, and
other applications. For each application area, we delve into specific methodologies, such as textual analysis, knowledge-based
analysis, forecasting, data augmentation, planning, decision support, and simulations. Furthermore, a comprehensive collection of
datasets, model assets, and useful codes associated with mainstream applications are presented as resources for the researchers and
practitioners. Finally, we outline the challenges and opportunities for future research, particularly emphasizing a number of distinctive
aspects in this field. We hope our work can help facilitate the adoption and further development of LLMs in the financial sector.
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1 INTRODUCTION

The financial domain has always been characterized by
complexity, uncertainty, and rapid evolution. With the ad-
vent of technology, the integration of advanced computa-
tional models in finance has gained significant momentum
[1]. Among these advancements, large language models
(LLMs) have emerged as a powerful tool, demonstrating
remarkable capabilities in understanding context, process-
ing vast amounts of data, and generating human-like text.
The application of LLMs in finance promises to transform
traditional practices, drive innovation, and unlock novel
opportunities across various financial tasks.

LLMs, such as GPT-series, BERT, and their financial-
specific variants like FinBERT, have shown impressive per-
formance in natural language processing (NLP) tasks. These
models leverage sophisticated algorithms and extensive pre-
training on vast datasets to achieve advanced contextual
understanding, customization capabilities, and scalability
for real-time analysis. Their ability to detect complex emo-
tional states and provide accurate interpretations makes
them particularly valuable in the financial sector, where
understanding market sentiment and making informed de-
cisions are crucial.

In recent years, the financial domain has witnessed
a growing interest in applying LLMs across various ap-
plications. These applications are not only reshaping the
landscape of financial analysis but also offering new per-
spectives on market behavior and economic activities. For
instance, in Linguistic Tasks, LLMs excel in summarizing
and extracting key information from extensive financial doc-
uments, thereby streamlining complex financial narratives
into concise summaries and enabling more efficient infor-
mation processing. Sentiment Analysis, as one of the most
crucial applications in finance, has been widely explored for
decades. The advancement of LLMs has made them pivotal
in quantifying market sentiment from financial news, social
media, and corporate disclosures, thereby providing critical
insights that influence market movements and investment
decisions. Additionally, LLMs have shown potential ca-
pabilities in Financial Time Series Analysis, including fore-
casting market trends, detecting anomalies, and classifying
financial data, although their efficacy remains under de-
bate. These models aim to enhance prediction accuracy and
robustness by leveraging their deep learning architecture
to capture complex temporal dependencies and patterns
within financial datasets. One of the most promising areas
of research where LLMs distinctly surpass previous deep
learning methods is their capability of reasoning, which
enables them not only to fit the data but also to emulate
reasoning processes similar to human cognition. In Financial
Reasoning, LLMs support financial planning, generate in-
vestment recommendations, and assist in decision-making
by processing and synthesizing vast amounts of financial
data from diverse sources. Leveraging their ability to im-
itate human decision-making processes, LLMs are further
applied in Agent-based Modeling. This application extends
the reasoning capabilities of LLMs to interactions between
agents and their environments, markets, and humans, en-
abling the simulation of market behaviors, economic activi-
ties, and the dynamics of financial ecosystems.

TABLE 1
Comparison between our survey and related surveys. Circles indicate

areas covered but lacking extensive detail.

Survey Financial LLMs Benchmarks Applications Challenges

Lee et al. [2] ✔ ✔ ❍ ❍
Li et al. [3] ✔ ✘ ❍ ❍

Dong et al. [4] ✘ ✘ ✔ ❍
Zhao et al. [5] ✘ ✔ ✔ ❍

Ours ✔ ✔ ✔ ✔

Despite the promising advancements, the application
of LLMs in finance also presents several challenges,
such as lookahead bias in backtesting, legal concerns
surrounding robot-generated content, data pollution,
signal decay, inference speed, cost, uncertainty estimation,
dimensionality considerations, interpretability, legal
responsibility, safety, and privacy. Addressing these
challenges is essential to ensure the ethical and effective
deployment of LLMs in financial applications.

Related Work: Recently, several surveys have explored the
applications of LLMs in the financial domain. For instance,
Lee et al. [2] present an overview of financial LLMs from
the model perspective. Li et al. [3] review the current
approaches employing LLMs in finance and propose a
decision framework to guide their adoption. Dong et al. [4]
provide a scoping review on ChatGPT and related LLMs in
the fields of accounting and finance. Zhao et al. [5] focus on
the integration of LLMs into a variety of financial tasks.

Despite these contributions, existing surveys often lack
a deep dive into the practical challenges and opportunities
specific to finance, or they focus primarily on the technical
aspects without addressing the broader implications for
financial decision-making and industry practices. This
survey aims to fill these gaps by not only reviewing the
state-of-the-art but also presenting a detailed analysis
of specialized models, useful benchmarks, innovative
applications, and fundamental challenges. Our work
uniquely positions itself by providing a holistic view that is
driven by real-world applications in finance, thus offering
valuable insights for both researchers and practitioners.

Contributions: Our main contributions include:
• Holistic View of Financial Applications and Practical In-

sights. Our survey bridges the gap between academic
research and practical implementation by providing a
thorough examination of LLM applications in finance.
This holistic view ensures relevance to both researchers
and practitioners, highlighting the transformative poten-
tial of LLMs in diverse financial tasks.

• Comprehensive Coverage of Models, Data, and Benchmarks.
We examine specific LLMs for financial applications,
analyzing their architecture, pre-training methods, and
customization. We also analyze the datasets and bench-
marks, providing a valuable collection of resources.

• Novel Challenges and Opportunities. Our survey addresses
unique challenges in applying LLMs to finance, such as
lookahead bias, legal concerns, data pollution, and in-
terpretability. We explore potential solutions and future
research directions, providing a foundation for further
development in the financial sector.
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Fig. 1. An overview of our paper structure, focusing on models, applications, data, code and benchmarks, and challenges and opportunities.

Paper Organization: The paper is structured as follows: In
Section 2, we discuss the various LLMs that are specifically
designed or fine-tuned for financial applications. Section 3
provides a comprehensive survey on various application ar-
eas, including linguistic tasks, sentiment analysis, financial
time series analysis, financial reasoning, and agent-based
modeling. Section 4 delves into the data, code, and bench-
marks available for financial LLM research. Finally, Section
5 explores the challenges and opportunities associated with
the deployment of LLMs in finance. This survey aims to
provide a comprehensive overview of the current state
of LLM applications in finance, highlighting the progress,
prospects, and challenges. By presenting a detailed survey
of the current landscape, we hope it to facilitate the adoption
and further development of LLMs in the financial sector,
paving the way for innovative solutions and enhanced
decision-making processes.

2 MODELS

2.1 Collections of Models

LLMs have demonstrated remarkable capabilities across
a wide range of domains [6], [7], [8]. While general-
domain LLMs such as GPT-series, Llama-series, and BERT
have shown impressive performance on various NLP
tasks, there has also been growing interest in developing
financial domain-specific LLMs. These specialized models
are trained on vast amounts of financial data, allowing
them to better understand and generate content related
to finance, economics, and business. In this section, we
will introduce several prominent financial domain-specific
LLMs, discussing their strengths, limitations, and potential
applications in downstream financial tasks.

GPT-series: One of the most well-known general-domain
LLMs is the GPT (Generative pre-trained transformers)
series, developed by OpenAI [9], [10], [11], [12]. GPT
models, based on the transformer architecture, leverage
self-attention mechanisms and positional embeddings to

capture long-range dependencies in text. Recently, Ploutos
[13], a novel financial LLM framework derived from GPT-4,
has been proposed for interpretable stock movement
prediction. Ploutos consists of two main components:
PloutosGen and PloutosGPT. PloutosGen addresses the
challenge of fusing textual and numerical information by
integrating multimodal data through a diverse expert pool,
including sentiment, technical, and human analysis experts,
which generate quantitative strategies from different
perspectives. On the other hand, PloutosGPT tackles the
lack of clarity in traditional methods by using rearview-
mirror prompting, which leverages historical stock data
and expert analysis to guide the model, and dynamic token
weighting to generate accurate and interpretable rationales
for stock predictions. While Ploutos demonstrates enhanced
prediction accuracy and interpretability, it is constrained by
potential expert selection bias, computational complexity,
and limited data types. Future research could potentially
focus on optimizing efficiency, expanding data variety,
and mitigating biases to further improve the framework’s
performance.

BERT: In 2018, BERT (Bidirectional Encoder Representations
from Transformers) [14] revolutionized the field of NLP
with its deep bidirectional architecture that could learn
contextual representations. This breakthrough led to
the development of several domain-specific variants,
particularly in the financial sector. Building upon BERT’s
foundation, FinBERT-19 [15] was developed by continually
pre-training BERT on financial text to enhance its sentiment
analysis capabilities. The following year, FinBERT-20 [16]
further evolved this approach by conducting domain-
specific pre-training from scratch, focusing solely on
financial communications and utilizing a large-scale
financial corpus. In 2021, FinBERT-21 [17] introduced
a mixed-domain pre-training strategy, leveraging both
general corpora (Wikipedia and BooksCorpus) and
financial domain corpora (FinancialWeb, YahooFinance,
and RedditFinanceQA). By simultaneously training on
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Fig. 2. Overview of financially specialized large language models (LLMs) from 2019, categorized by their foundational model types and many others.

general and financial domain corpora, FinBERT-21 aims
to capture a broader range of language knowledge
and semantic information relevant to financial text
mining. These FinBERT models have demonstrated their
effectiveness in various financial downstream tasks, such
as sentiment analysis, named entity recognition, question
answering, and text classification within the financial
domain. In addition to the Fin-BERT models mentioned
above, RoBERTa [18], introduced in 2019, is another variant
of BERT. Mengzi-BERTbase-fin [19], trained with 20GB of
financial news and research reports, is a specialized version
of RoBERTa designed for financial applications.

T5: In 2019, Google introduced the Text-to-Text Transfer
Transformer (T5) [20], a unified framework that treats every
text processing task as a “text-to-text” problem. This model
utilizes an encoder-decoder architecture and is pre-trained
using a self-supervised learning objective called “span
corruption”. This involves randomly masking contiguous
spans of text in the input sequence and training the model to
reconstruct the original text. Building on this, the BBT (Big
Bang Transformer)-FinT5 [21] was developed specifically
for the Chinese financial sector. This model incorporates
knowledge-enhanced pre-training methods and is built
on the BBT-FinCorpurs – a large-scale financial corpus
comprising diverse sources, including corporate reports,
analyst reports, social media, and financial news. BBT-FinT5
benefits from the text-to-text framework of T5, allowing
it to tackle both language understanding and generation
tasks within the financial domain. However, being a
domain-specific model, its performance on general NLP
tasks outside of finance might be limited. BBT-FinT5 can be
fine-tuned for various financial applications including news
classification, summarization, relation extraction, sentiment
analysis, and event-based question answering.

ELECTRA: In 2020, ELECTRA [22] introduced an
innovative generator-discriminator framework for pre-
training language models. The model improves efficiency
by training the discriminator to distinguish between real
and synthetically generated tokens. Building upon this,
researchers developed FLANG [23], a specialized variant
of ELECTRA tailored for the financial domain. FLANG
integrates specific adaptations such as selective token
masking and span boundary objectives to effectively handle
the complexities of financial language. While FLANG
excels in handling financial terminology and delivers
enhanced performance on tasks such as sentiment analysis
and entity recognition within financial documents, its
specialization may limit its effectiveness in non-financial
contexts without further fine-tuning. Despite this limitation,
FLANG has demonstrated its value in various downstream
financial tasks. It enables precise analysis of market reports,
accurate classification of financial headlines, and reliable
identification of key financial entities.

BLOOM: In 2022, BLOOM [24] was released as a
fundamental multilingual LLM with 176 billion parameters.
It was pre-trained on a vast corpus of text that included
46 natural languages and 13 programming languages.
BLOOM is notable for its diversity and accessibility as an
open-source model that supports a variety of languages.
From BLOOM, specialized versions focused on financial
applications have been created, including BloombergGPT
[6] and XuanYuan 2.0 [25]. BloombergGPT, with its 50
billion parameters, was designed for the financial sector by
training on Bloomberg’s financial data sources. This model
demonstrates enhanced performance on specific financial
tasks while maintaining competitive overall competence.
XuanYuan 2.0, created for the Chinese financial market, is a
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large open-source Chinese financial chat model. It proposes
a novel hybrid-tuning strategy that combines general and
financial-specific data, allowing the model to retain general
language capabilities while excelling at domain-specific
tasks such as financial advisory and market analysis. This
strategy lowers the likelihood of catastrophically forgetting
previous knowledge and enhances accuracy on finance-
related tasks.

Llama-series: Llama [26], an LLM introduced in 2023,
offers flexibility with model sizes ranging from 7B to 65B
parameters. Trained on publicly available datasets for
transparency, Llama outperforms larger models, including
GPT-3, on most benchmarks despite its smaller size. Its
financial variants, which include FinMA [27], Fin-Llama
[28], Cornucopia – Chinese [29], Instruct-FinGPT [30]
and InvestLM [31], provide specialized capabilities for
various financial tasks. Among them, InvestLM, based on
LLaMA-65B and a diverse investment-related dataset, offers
investment recommendations comparable to cutting-edge
commercial models. Llama 2 [32], which was released later,
included various enhancements over Llama, including
a 40% larger pretraining corpus, a doubled context
length, and the adoption of grouped-query attention for
improved inference scalability. It has financial variants
such as FinGPT [33], FinLlama [34], and GreedLlama [35].
Particularly, FinGPT is an open-source model that focuses
on providing accessible and transparent resources for
developing financial LLMs. Despite having relatively small
training data compared to BloombergGPT, FinGPT claims to
offer a more accessible, flexible, and cost-effective solution
for financial language modeling. In April 2024, Meta
introduced Llama 3 [36], featuring 8B and 70B parameter
models that showcase state-of-the-art performance and
improved reasoning capabilities, marking them as the
most capable openly available LLMs to date. The LLM
community is visibly excited, and we expect more Llama 3
variants for financial LLM models to emerge soon.

In addition to the models mentioned above, there are
also other financial domain-specific LLMs such as FinTral
[37], driven from Mistral 7B [38]; SilverSight [39], based on
the Qwen 1.5-7B chat model [40]; DISC-FinLLM [41], used
Baichuan-13B [42] as the backbone; CFLLM [43], based on
InternLM-7B [44]; FinVIS-GPT [45] which is a multimodal
LLM for financial chart analysis, based on LLaVA [46].
These domain-specific LLMs utilize vast financial datasets
and advanced training techniques to provide more accurate
and context-aware financial analysis than general-domain
models. As research in this area continues to progress,
we expect the development of even more sophisticated
financial LLMs that could transform various sectors of
the financial industry, including investment strategies, risk
management, forecasting, and customer service. However,
it’s crucial to acknowledge the limitations and potential
biases of these models and to employ them thoughtfully
alongside human expertise and judgment.

2.2 Zero-shot vs Fine-tuning
Zero-shot and fine-tuning are two distinct adaptation meth-
ods in the applications of LLMs. Zero-shot (or few-shot)

learning refers to the ability of a model to correctly predict
or perform tasks it has not explicitly been trained to handle,
based on its pre-existing knowledge and generalization ca-
pabilities. Fine-tuning, on the other hand, involves adjusting
a pre-trained model on a specific dataset or for a particular
task to improve its accuracy and performance on that task
[3].

Fine-tuning is favored when domain-specific accuracy is
essential, adaptability to real-time changes is required, or
when customization and privacy are critical considerations.
In practice, the integration of financial-related text data is a
common approach in fine-tuning LLMs. Araci [15] develops
FinBERT, a tailored version of the BERT language model,
achieved through extended pre-training on a comprehen-
sive financial dataset, including news, articles, and tweets,
alongside strategic fine-tuning methods. FinBERT sets a
new benchmark in financial-related text analysis, eclipsing
earlier deep learning methodologies in the field.

Several technologies have been proposed to make fine-
tuning more efficient. Instruction tuning [47] is a fine-tuning
method for language models where the model is trained to
follow specific instructions, not only improves performance
on the target tasks but also enhances the model’s zero-
shot and few-shot learning capabilities, making it popular
among various financial applications and models. Zhang
et al. [30] propose an instruction-tuned FinGPT model that
enhances the financial sentiment analysis capabilities of
LLMs by employing instruction tuning, which transforms
a small portion of supervised financial sentiment data into
instruction data, thereby improving the model’s numeri-
cal sensitivity and contextual understanding. Furthermore,
Zhang et al. [48] integrate instruction-tuned LLMs with a
retrieval-augmentation module, which is a technique that
enhances language models by supplementing their input
with relevant information retrieved from external sources, to
enhance the models’ predictive performance by providing
a richer context. Besides instruction tuning, people have
also applied low-rank adaptation (LoRA) [49] or quantized
LLMs [50], [51] for more efficient adaptation on financial
tasks, such as FinGPT [30], FinGPT-HPC [52] and Llama-
based models [53].

Another prevalent approach involves the consideration
of smaller models, as energy efficiency and the lightweight
nature of models are crucial in today’s machine learn-
ing landscape [54], [55], [56]. Rodriguez Inserte et al. [57]
demonstrate that smaller LLMs can be effectively fine-tuned
on financial documents and instructions to achieve compa-
rable or superior performance to larger models. Deng et al.
[58] presents a case study on utilizing an LLM for semi-
supervised financial sentiment analysis on Reddit data,
where the LLM generates weak sentiment labels through
in-context learning and chain of thought reasoning, which
are then used to train a smaller model for production use,
achieving competitive performance with minimal human
annotation.

While pre-training and fine-tuning allow these models
to adapt to the specific linguistic characteristics and styles
of various applications, zero-shot learning is preferred when
labeled data is limited, rapid deployment is crucial, or when
modular development and interpretability are prioritized.
The zero-shot and few-shot capabilities of LLMs underscore
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their efficiency by allowing for direct application without
the need for extensive dataset-specific training. This effi-
ciency is due to the transfer learning from the vast datasets
on which LLMs are trained, as well as their emergent
abilities to generate new insights or address unexpected
problems during information processing [59]. These features
significantly broaden their usefulness across various fields
without the need for further training. For instance, Steinert
and Altmann [60] explore the zero-shot capability of GPT-
4 to predict same-day stock price movements of Apple
and Tesla in 2017 with microblogging messages, and by
comparing its performance to BERT, they highlight the im-
portance of prompt engineering in extracting sophisticated
sentiments from GPT-4 for financial applications.

2.3 Why Applying LLMs in Finance?

The integration of LLMs in financial analysis represents a
revolutionary transformation in how data-driven decisions
are made within the financial sector. These models’ unique
capabilities are driven by advanced machine learning
techniques that interpret and process natural language at
an unprecedented scale and complexity. Here, we delve
into the core reasons for leveraging LLMs in financial
applications, emphasizing both general and specific
advantages.

Advanced Contextual Understanding: LLMs are
distinguished by their profound ability to understand
context. This includes a comprehensive understanding of
financial terminologies, jargon, and refined expressions.
Such advanced contextual understanding significantly
enhances the accuracy of sentiment analysis, a critical
aspect when dealing with the complex and often ambiguous
language found in financial documents and news articles.

Transfer Learning Flexibility: LLMs are initially pre-
trained on a vast corpus of internet text, encompassing
a wide range of topics and languages. This pre-training
equips LLMs with a broad understanding of language,
which can then be fine-tuned for specific financial tasks.
Such flexibility in transfer learning reduces the reliance
on large, domain-specific datasets, allowing for efficient
adaptation to new tasks with minimal domain-specific
training data in finance.

Scalability for Real-time Analysis: The financial market’s
fast-paced nature demands tools that can offer timely
insights. LLMs excel in processing large volumes of
text rapidly, enabling real-time reasoning and sentiment
analysis. This capability ensures that financial decision-
makers can receive immediate insights from news articles,
market information, reports, and social media, facilitating
more informed and timely decisions.

Multimodality: Multimodal capabilities of LLMs extend
their application beyond text to include other data forms
such as images, audio, and structured data [61], [62]. In
finance, this is particularly useful for integrating various
data sources, such as text from news articles, numerical
data from financial statements, and visual data from market

charts. For instance, combining textual analysis of news
with visual analysis of stock price movements can provide
a more comprehensive understanding of market trends and
investor sentiment. This integration of different data types
enhances the robustness and depth of financial analysis.

Interpretability: While deep learning models are often
seen as ’black boxes’, LLMs’ ability to generate human-like
outputs opens doors to explainability. This characteristic
facilitates the provision of both results and their underlying
explanations, thereby enhancing the comprehensibility of
the reasoning processes within LLMs, and increasing trust
and transparency in their financial applications.

Customization: LLMs exhibit a significant degree of
adaptability, enabling customization to accommodate
specific financial instruments or market conditions. By
integrating domain-specific data and parameters, LLMs
can be trained to focus on particular aspects of financial
markets, such as risk assessment for bonds or trend
prediction in stock markets. This approach enhances the
analytical capabilities of LLMs, allowing them to generate
insights that are finely tuned to the complexities of different
financial environments.

3 APPLICATIONS

3.1 Linguistic Tasks
3.1.1 Textual Work
Many earlier models, such as those based on Recurrent
Neural Networks (RNNs), specifically Long Short-Term
Memory (LSTM), have demonstrated a capacity for
achieving a degree of language understanding over text
sequences and performing textual work [63]. However, due
to these models’ architectural constraints, they struggled
with long-term dependencies. Specifically, they encountered
challenges in maintaining context over long text sequences,
understanding complex expressions, dealing with large
datasets and handling unstructured data efficiently [63],
[64]. This limitation is particularly evident when applying
in financial sector, where the volume of documentation is
vast, and the need for accurate and concise summaries is
critical [65].

LLMs, which leverage the transformer model architecture,
on another hand, have significantly advanced the field’s
capabilities. The transformer architecture, characterized
by its innovative self-attention mechanism, allows LLMs
to process, understand and generate text based on
massive datasets they have been trained on [66], [67]. This
breakthrough is instrumental in overcoming the challenges
faced by earlier models. By efficiently managing long-
term dependencies and contextual information over large
volumes of text, LLMs can streamline complex financial
narratives into concise summaries and extract relevant
information [66], [67]. This process retains essential insights
and enables more efficient information processing.

Summarization and Extraction: Recent research has
effectively utilized LLMs to summarize and extract
financial document information [68], [69], [70]. Given that
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Fig. 3. Illustration of various linguistic tasks in finance.

these financial documents are often lengthy, which can
exceed the token limits of many LLMs, various studies
have introduced frameworks by dividing long documents
into shorter segments or utilized specific models to address
the challenges of processing extensive financial texts [71],
[72]. Recently, Yepes et al. [73] propose an expanded
approach to chunking documents for Retrieval Augmented
Generation (RAG) by using structural elements rather than
just paragraphs, which improves chunk size determination
without tuning. Furthermore, some papers propose
segmenting long reports into ten distinct sections, such as
management’s discussion and analysis, financial highlights,
and business overview, to streamline the summarization
process [74], [75]. Similarly, Khanna et al. [76] utilize the
Longformer-Encoder-Decoder (LED) model, a transformer
architecture first introduced by Beltagy et al. [77], which
employs a self-attention mechanism scalable with sequence
length, making it suitable for analyzing long financial
reports.

Beyond handling the long size of the document,
research has expanded into multilingual and domain-
specific challenges. This includes summarizing financial
documents across multiple languages [78]; customizing
language models to tackle the adaptation challenges
to Japanese financial terminology [79]; automating the
finetuning process for text summarization models in
the cryptocurrency domain without requiring human
annotation [80]; adopting multitask learning strategies
to classify, detect and summarize financial event [81];
addressing the challenge of ensuring accuracy and reducing
errors in financial information extraction [82]; extracting
information from annual report to enhance stock investment
strategies [83].

Managing Diverse Document Structures: Despite the
effectiveness of LLMs in handling textual financial data,
they often face challenges with PDF document formats
that incorporate images, charts, and tables. This challenge

may arise from their primarily text-based nature, which
finds it difficult to interpret the complex spatial layouts
crucial for understanding such multimodal documents [84].
One simple approach to this issue involves converting
PDF files into machine-readable plain text. For instance,
in the Automated Financial Information Extraction
(AFIE) framework proposed by Yue et al. [85], tables are
transformed into text using PLAIN serialization. This
method uses spaces and newline characters to separate cells
and rows, respectively. This effectively integrated table data
with regular paragraphs for LLMs to process uniformly.

However, this conversion process may change the
document’s spatial layout and potentially lead to the loss
of crucial information embedded in charts or tables. To
address this, the team at JP Morgan developed DocLLM
[86], a layout-aware generative language model specifically
designed for multimodal document understanding.
DocLMM utilizes bounding box information to understand
the spatial arrangement of elements within the documents.
It enhances document understanding by modifying the
attention mechanism in transformers to concentrate on the
cross-alignment between textual and spatial modalities.

Name-Entity Recognition: Name-entity recognition
(NER) is a subtask of information extraction and plays
a crucial role in extracting meaningful information from
various financial sources [87], [88]. In the financial domain,
it is used to extract specific entities such as company names,
financial terminology, stock symbols, financial indicators,
monetary values from news articles, financial reports and
market summaries [89]. This information is crucial for
financial downstream tasks, such as industry classification,
sentiment analysis, credit scoring, fraud detection and
regulatory compliance reporting [90].

Traditionally, NER is approached through Rule-Based
Methods, Machine Learning Techniques, or Deep Learn-
ing Techniques [91]. Rule-based methods depend on hand-
crafted linguistic and grammatical rules. They offer high
precision for well-defined patterns but suffer from limited
scalability [87]. Machine Learning Techniques include both
supervised and unsupervised approaches. Supervised ap-
proaches utilize a comprehensive set of engineered fea-
tures, such as word-level characteristics and list lookups,
alongside machine learning algorithms, such as Hidden
Markov Models [92], Decision Trees [93] and Support
Vector Machine [94], to identify and classify entities in
text. Unsupervised learning approaches extract and classify
named entities by employing clustering, leveraging lexi-
cal resources and patterns, and analyzing corpus statis-
tics [91]. While machine learning offers flexibility and can
handle diverse data types, it relies heavily on the avail-
ability of labeled data for supervised learning and can
lack interpretability in unsupervised learning [87]. Deep
learning methods utilize advanced architectures such as
Bidirectional Long Short-Term Memory (BiLSTM) networks,
self-attention-based transformers, and Conditional Random
Fields (CRF) for tag decoding to effectively learn and rep-
resent both word and character-level features from large
datasets. These approaches significantly enhance model per-
formance by enabling the capture of complex patterns and
long-range dependencies in text [87].
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With the emergence of deep learning methods, LLMs are
now increasingly used in NER within the financial domain
[95], [96]. The ability of LLMs to leverage vast pre-trained
knowledge and sophisticated language understanding can
significantly enhance the accuracy and efficiency of entity
recognition in complex financial texts [95]. Recently, Hille-
brand et al. [97] propose KPI-BERT, a new system that
utilizes advanced techniques NER and Relation Extraction
(RE) to identify and connect key performance indicators
(KPIs) such as ”revenue” or ”interest expenses” within
German financial documents. This system relies on an end-
to-end trainable architecture based on BERT. It combines an
RNN with conditional label masking for sequential entity
tagging, followed by relation classification. Further research
has utilized LLMs for NER to improve the efficiency and
accuracy of XBRL (eXtansive Business Reporting Language)
tagging [98]; identify similar peer companies [99]; detect key
entities of negative news information [100]; extract relevant
phrases for entities [101].

Despite LLMs have demonstrated exceptional general-
ization capabilities, they sometimes come with high train-
ing and inference costs, especially when processing long
financial documents. To address these issues, Zhou et al.
[102] propose UniversalNER, a model that employs tar-
geted distillation with mission-focused instruction tuning
to train cost-efficient student models for open NER. This
approach not only reduces the computational burden but
also achieves remarkable NER accuracy without direct su-
pervision.

3.1.2 Knowledge-based Analysis
In financial text analysis, summarizing and extracting
key information from documents is crucial for quickly
understanding and processing important data within
lengthy and complex texts [103]. Following the extraction
of pertinent information, the next step involves utilizing
this information for solving downstream financial tasks.
This section will introduce two main activities central to
this application: constructing financial relationships and
textual classification. These efforts are vital for leveraging
the extracted information to enhance decision-making and
analytical processes in the finance sector.

Financial Relation Construction: Constructing financial
relationships, particularly through the use of knowledge
graphs, represents a powerful methodology for organizing
and making sense of the extracted entities and their
interrelations from extensive and complex financial
datasets [104]. Knowledge graphs consist of interconnected
descriptive structures about entities (objects, events, people,
etc.), the attributes of those entities, and the relationships
that link them together. This framework offers a structured
way of representing relationships within data and enables
sophisticated analyses to be derived from them [105], [106].

Upon the identification and extraction of entities (such
as companies, individuals, financial instruments, events,
etc.), along with the relationships between these entities
(such as ownership, transactions, legal disputes, etc.), this
information can be systematically organized into a graph
format for further construction. Within a knowledge graph,
entities are represented as nodes, and relationships are

denoted as edges that connect these nodes. This structure
provides a visual and programmable method to explore
and comprehend the connections among different entities
within the financial ecosystem. With the construction of
the knowledge graph, financial analysts and systems can
employ graph analytics and machine learning algorithms
to discover insights, recognize patterns, and predict future
events [107].

Recent advancements in LLMs have led researchers to
explore the potential of using information extracted by
LLMs to construct and analyze knowledge graphs in the
financial sector [108], [109], [110]. Notably, Trajanoska et al.
[108] generate a knowledge graph by leveraging LLMs
to extract structured Environmental, Social, and Gover-
nance (ESG) information from sustainability reports, using
a format of triples consisting of node-edge-node, to enable
deeper analysis and understanding of corporate sustain-
ability practices. Similarly, Cheng et al. [111] develop a
Semantic-Entity Interaction Module. This module combines
a language model with a Conditional Random Field (CRF)
layer to comprehend the interaction between entities and
their semantic contexts in texts. It automatically constructs
financial knowledge graphs from brokerage research reports
without the need for explicit financial knowledge or exten-
sive manual rules.

Moreover, financial research analysts often face chal-
lenges in identifying critical documents, key entities, and
important events during their research on complex financial
subjects. Mackie and Dalton [112] tackle these issues by
developing automated methods to create detailed, query-
specific knowledge graphs from documents and entities.

As illustrated above, knowledge graphs have demon-
strated their utility in information retrieval. A special case
within this domain is the translation of Natural Language
(NL) into Graph Query Language (GQL). This process en-
hanced querying experiences by leveraging the relational
data within knowledge graphs, offering advantages over
traditional text-to-SQL methods. However, this approach is
challenged by the complexity of accurately mapping NL
to GQL syntax and the lack of domain-specific examples,
making it difficult to fine-tune LLMs for precise alignment
with graph databases in specialized fields [106]. To address
this, Liang et al. [113] develop a pipeline that employs LLMs
to generate NL-GQL pairs from financial graph databases
without labeled data. This process involved creating tem-
plate pairs with ChatGPT and refining them through a self-
instruction method. Subsequently, LLMs were fine-tuned
with these pairs using the LoRA technique to align the
models with the specific knowledge contained in graph
databases.

Knowledge graphs can also be used to significantly
enhance question-answering systems. Wang et al. [114] in-
troduce an innovative Knowledge Graph Prompting (KGP)
for multi-document question answering (MD-QA). Their
approach constructs a knowledge graph from multiple
documents, highlighting semantic or lexical relationships
between passages or document structures. An LLM-based
graph traversal agent then uses this knowledge graph to
gather contextually relevant information, thereby enhancing
the LLM’s accuracy in answering questions

Another beneficial aspect of knowledge graphs is their
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ability to be enriched over time through the use of LLMs. Li
[115] presents FinDKG, a dynamic knowledge graph with
LLMs used in financial domain. FinDKG incorporates a
temporal layer in its structure, which allows it to reflect
and adapt to changes in financial markets, economic indica-
tors, and thematic trends. This dynamic approach provides
valuable insights for thematic investing, making it possible
to identify and leverage long-term industry shifts and eco-
nomic trends for strategic investment decision-making.

There exist other financial relation extraction studies
using LLMs, though not necessarily for knowledge graph
construction [116], [117], [118], [119]. Ghosh et al. [120]
propose the Mask One At a Time (MOAT) framework,
which masks one entity at a time, extracts contextual
embeddings using a domain-specific language model (SEC-
BERT), and combines these embeddings with additional
features to train a neural network for accurately classifying
relationships between financial entities. Similarly, Rajpoot
and Parikh [121] employ in-context learning with GPT
models, utilizing both a learning-free dense retriever (KNN
with OpenAI embeddings) that relies on the similarity of
embeddings to find the most relevant examples, and a
learning-based retriever trained to select the most similar
example in the training set for each test example by
estimating the probability of the output given the input and
a candidate training example as the prompt. Focusing on
multi-type Chinese financial event relation extraction, Wan
et al. [122] propose the CFERE framework, which employs
a Core Verb Chain for event identification, constructs a
Syntactic Semantic Dependency Parsing graph to combine
events into pairs, and enhances BERT with an Event Core
Embeddings layer to capture semantic meanings. These
studies demonstrate the potential of LLMs and innovative
approaches in advancing financial relation extraction,
ultimately contributing to the research value of making use
of financial information and helping investors make better
investment decisions.

Textual Classification: Textual classification plays a
crucial role in organizing and understanding large volumes
of unstructured data within the financial domain. This
classification task can be further categorized into several
sub-tasks, such as industry/company classification and
document/topic classification. By effectively classifying and
organizing this information, businesses and researchers can
extract valuable insights and make informed decisions. The
utilization of these classification techniques, in conjunction
with the establishment of financial relationships, is essential
for leveraging the extracted information to enhance
decision-making and analytical processes within the finance
sector.

Company or industry classification involves grouping
companies into distinct categories based on shared charac-
teristics such as business activities and market performance,
with the aim of creating coherent and differentiated groups.
Identifying similar company profiles is a fundamental task
in finance, with applications spanning investment portfolio
construction, securities pricing, and financial risk attribu-
tion. Traditionally, financial analysts have relied on industry
classification systems, such as the Global Industry Classifi-
cation System (GICS), the Standard Industrial Classification

(SIC), the North American Industry Classification System
(NAICS), and the Fama French (FF) model, to identify com-
panies with similar profiles [123]. However, these systems
do not provide a means to rank companies based on their
degree of similarity and require time-consuming, effort-
intensive manual analysis and data processing by domain
experts [123].

Recently, a team at BlackRock [124] explores a novel
approach to company classification using LLMs. They in-
vestigated the use of pre-trained and fine-tuned LLMs
to generate company embeddings based on business de-
scriptions from SEC filings. Their study aimed to assess
the embeddings’ ability to reproduce GICS classifications,
benchmark LLM performance on various downstream fi-
nancial tasks, and examine the impact of factors such as
pre-training objective, fine-tuning, and model size on em-
bedding quality. The results showed that LLM-generated
embeddings, particularly those from fine-tuned Sentence-
BERT models, could accurately reproduce GICS sector and
industry classifications and outperform them on tasks like
identifying similar companies based on return correlations
and explaining cross-sectional equity returns.

Interestingly, knowledge graphs can also be used to
enrich industry classification and improve the performance
of domain-specific text classification tasks. Wang et al. [125]
propose a novel Knowledge Graph Enriched BERT (KGEB)
model that integrates external knowledge from a local
knowledge graph with word representations. They demon-
strated the effectiveness of their approach by constructing
a large dataset based on companies listed on the Chinese
National Equities Exchange and Quotations (NEEQ) and
showing that the KGEB model outperforms competitive
baselines, including graph convolutional network, Logistic
Regression, TextCNN, BERT, and K-BERT, achieving an
accuracy of 91.98% and an F1 score of 90.89%.

Document or topic classification is another crucial sub-
task within the broader scope of textual classification in
the financial domain. This task involves categorizing finan-
cial documents or texts, such as news articles [126], [127]
or company filings [128], [129], into predefined topics or
themes. Alias et al. [130] propose a novel approach that uti-
lizes the FinBERT model to extract and categorize relevant
topics of Key Audit Matters (KAM) from the annual reports
of publicly listed companies in Bursa Malaysia. Similarly,
Burke et al. [131] fine-tune the FinBERT model to classify
accounting topics within three unlabelled financial disclo-
sures, including custom notes to the financial statements,
the Management’s Discussion and Analysis section, and the
risk factor section.

Another important classification task in the financial do-
main involves categorizing Environmental, Social, and Gov-
ernance (ESG) information. This task requires identifying
and classifying ESG-related data, such as carbon emissions,
diversity and inclusion, and corporate governance practices,
from multiple sources including corporate sustainability
reports, news articles, and social media posts. In a recent
study, Lee and Kim [132] propose an ESG classifier that
can discriminate ESG information by fine-tuning a pre-
trained language model. The classifier was trained on a
manually labeled dataset constructed from sustainability re-
ports of Korean companies across five sectors and achieved
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a classification accuracy of 86.66% for the four-class clas-
sification problem (Environment, Social, Governance, and
Neutral). Similarly, Mehra et al. [133] develop a domain-
specific language model called ESGBERT to enhance the
classification of ESG-related text by fine-tuning BERT’s pre-
trained weights using ESG-specific text and further fine-
tuning the model for classification tasks.

Textual classification techniques, including indus-
try/company classification and document/topic classifica-
tion, play a vital role in organizing and understanding
large volumes of unstructured data within the financial
domain. Recent advancements in LLMs and knowledge
graph integration have significantly improved the accuracy
and efficiency of these classification tasks. The successful
application of these techniques can further provide valuable
insights and support informed decision-making in various
financial contexts, such as investment portfolio construction,
risk assessment, and ESG analysis.

3.2 Sentiment Analysis

Sentiment analysis emerges as a crucial component within
the domain of NLP and is one of the most important
tasks in financial applications. It involves the quantitative
exploration of opinions, sentiments, subjectivity, and emo-
tions articulated in textual data [134], [135]. This task ac-
quires particular significance within financial applications,
where the interpretation of market sentiment can lead to
impactful forecasting and actions [136]. Its evolution mirrors
the broader advancements in NLP, transitioning from rule-
based systems to sophisticated machine learning models
and, more recently, to deep learning approaches that lever-
age large pre-trained language models.

3.2.1 Pre-LLM Sentiment Analysis
First, we outline the significant milestones in sentiment
analysis in this section, leading up to the era before
LLMs like ChatGPT and BERT revolutionized the field.
Additionally, it highlights key applications within the
financial domain, demonstrating the impact of sentiment
analysis on various applications.

Lexicon-Based Methods: Early sentiment analysis relied
on lexicon-based approaches, where the sentiment of a
text was inferred based on the presence of predefined
words associated with positive or negative sentiments.
These methods, simple yet effective for certain applications,
include the General inquirer [137], the Linguistic Inquiry
and Word Count (LIWC) lexicons [138], SO-CAL [139], and
Loughran and McDonald’s (LM) word lists [140].

One of the strengths of lexicon-based methods is their
simplicity and interpretability. However, their performance
can be limited by the context-dependency of sentiment
expressions and the inability to capture the sentiment
expressed by complex linguistic constructs such as sarcasm
or irony. Despite these limitations, lexicon-based methods
have been effectively applied in finance, particularly in
analyzing investor sentiment from financial news or social
media content [141], [142], [143].

Machine Learning Methods: With the advent of machine

learning, financial sentiment analysis (FSA) experienced
significant advancements. ML-based methods can be
broadly categorized into supervised and unsupervised
learning. When doing FSA, supervised learning approaches
require labeled data and include techniques such as
Support Vector Machines (SVM) [144], Naive Bayes [145],
KNN (K-Nearest Neighbor) [146], Random Forests [147]
and Multi-layer perceptrons (MLPs) [148]. Unsupervised
learning, in contrast, does not require labeled data and
typically involves clustering techniques to discern sentiment
[149].

In finance, ML has been used to predict market
movements based on sentiment in financial news and
social media, showcasing its ability to capture financial
sentiment nuances [166]. Machine learning methods offer
the advantage of being able to capture complex patterns
in data that are not apparent to lexicon-based methods.
However, they require large datasets for training, and the
versatility is limited on a specific domain.

Embedding-Based Methods: The introduction of word
embeddings marked a significant milestone in general
sentiment analysis. Embedding-based methods represent
textual information in a high-dimensional space where
semantically similar words are closer together. This
representation captures not only the sentiment but also
the context of words, leading to improved performance
in sentiment analysis tasks. Mikolov et al.’s introduction
of Word2Vec [167] in 2013 was a pioneering development
in this domain. Word2Vec employs neural networks to
learn word associations from large datasets, generating
embeddings that capture a wide array of linguistic
relationships and nuances. The innovative aspect of
Word2Vec lies in its ability to learn high-quality word
vectors from vast datasets efficiently. It offers two
architectures for this purpose: Continuous Bag of Words
(CBOW) and Skip-gram. CBOW predicts target words
from context words, while Skip-gram does the opposite,
predicting context words from a target word, making it
particularly effective for capturing semantic and syntactic
word relationships.

Subsequent to Word2Vec, several other embedding mod-
els have emerged, further advancing the field. Notable
among these are Global Vectors for Word Representation
(GloVe) [168], which introduces an unsupervised learning
algorithm for obtaining vector representations of words
through aggregating global word-word co-occurrence statis-
tics from a corpus; FastText [169], which extends Word2Vec
to consider subword information, thereby enhancing the
representation of rare words; and Embeddings from Lan-
guage Models (ELMo) [170], which leverages bidirectional
language models to generate contextually enriched word
embeddings.

Beyond word-level embeddings, there has been a push
towards capturing longer contextual dependencies. An ex-
emplar in this area is Doc2Vec, also known as Paragraph
Vector, introduced by Le and Mikolov [171]. Doc2Vec ex-
tends the Word2Vec paradigm to support document-level
embeddings, enabling the capture of document-wide con-
textual information which is crucial for tasks requiring com-
prehension of extended textual content. By learning fixed-
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Sentiment Analysis

Social Media and News

Social Media: Su et al. [150], Steinert and Altmann [60],
Deng et al. [58], Mumtaz and Mumtaz [151]

News: Lopez-Lira and Tang [152], Fatouros et al. [153],
Luo and Gong [154]

Both: Zhang et al. [48], Zhang et al. [30], Araci [15]

Corporate Disclosures

Earnings Calls: Cook et al. [155], Leippold [156]

Corporate Communications: Kim et al. [157]

Regulatory Filings and Legal Documents:
Aparicio et al. [158], Cao et al. [159]

Market Research Report Kim et al. [160]

Policy and Economic Indicators

The Federal Open Market Committee (FOMC) Meeting
Minutes: Shah et al. [161], Kim et al. [162], Gössi et al. [163]

The European Central Bank (ECB) Policy Decisions:
Fatouros et al. [164], Kanelis and Siklos [165]

Diverse Sources Rodriguez Inserte et al. [57], Wu et al. [6]

Fig. 4. Selected representative papers for sentiment analysis tasks in finance, categorized by various data sources.

length feature representations from variable-length pieces
of texts, Doc2Vec facilitates a deeper understanding of doc-
ument semantics, thereby broadening the applicability of
embedding techniques in sentiment analysis and beyond.

Embedding-based methods have the advantage of cap-
turing contextual complexity and semantic relationships
between words, significantly improving the accuracy of
sentiment analysis. This has made them popular in FSA as
well. Sohangir et al. [172] highlight the effectiveness of these
methods in financial domains, demonstrating their ability
to extract sentiment from large volumes of unstructured
financial data with high accuracy.

However, they are not without drawbacks. A notable
limitation is their dependency on large datasets for training,
which might not always be feasible in specialized domains.
Additionally, while adept at semantic understanding, they
may overlook slight differences in syntax and require re-
training to adapt to new language uses or vocabularies. Pre-
trained embeddings can also perpetuate biases present in
their training data, leading to potential issues in fairness and
representation. Despite these challenges, embedding-based
methods are crucial in advancing natural language under-
standing and have paved the way for large language models
like BERT and GPT-3, which build on these embeddings to
achieve state-of-the-art NLP performance.

3.2.2 Sentiment Analysis with LLMs

The advent of ChatGPT and other LLMs represents a pivotal
milestone in the domain of FSA. Nowadays, these models
have demonstrated their effectiveness in numerous tasks
and offer several unique advantages for FSA applications.

Firstly, LLMs excel in deciphering the complexities of
financial language, adeptly navigating informal expressions,
emojis, memes, and specialized terminology across social
media and financial blogs [58], [60], [173], [174], [175],
[151]. Their proficiency in identifying subtleties like irony,
sarcasm, and sector-specific jargon is vital for accurately

analyzing sentiments across various formats, from tweets
to comprehensive financial reports [176], [6].

Secondly, LLMs’ ability and great potential to process
multimodal data, including images, audio, and video, are
essential for comprehensive sentiment analysis in financial
contexts like earnings calls [155] and FOMC Meetings [177].
This capability allows for the integration of non-verbal cues
and visual data into the sentiment analysis process [37].

Thirdly, LLMs’ ability to process extensive documents
enables thorough analysis of detailed financial reports and
lengthy articles, ensuring no sentiment-bearing information
is overlooked. This feature is particularly beneficial for eval-
uating the sentiments expressed in annual reports, earnings
transcripts, and extensive financial narratives [157].

Moreover, LLMs exhibit enhanced resilience to adver-
sarial attacks or deceptive information tactics that could
be encountered in FSA tasks. Their advanced algorithms
and broader contextual understanding help in identify-
ing and mitigating misleading or manipulative sentiment
indicators, enhancing the reliability of sentiment analysis
outcomes. Leippold [156] highlights the contrast between
traditional keyword-based sentiment analysis methods and
LLMs in the face of adversarial attacks. The research in-
volved using GPT-3 to substitute negative words with syn-
onyms to assess model robustness, showcasing FinBERT’s
enhanced resilience against adversarial attacks over tradi-
tional keyword-based methods.

3.2.3 Data-driven Applications

We further delve into the recent advancements in the
integration of LLMs within FSA, categorically analyzing
the impact and contributions according to diverse data
sources. We embark on this exploration by categorizing
the data into four key segments: Social Media and News,
Corporate Disclosures, Market Research Reports, and
Policy and Economic Indicators. This structured approach
enables a comprehensive understanding of how LLMs have
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revolutionized the domain of FSA, offering unprecedented
insights and analytics capabilities.

Social Media and News: Social media platforms like
Twitter, general online forums like Reddit, and finance-
specific forums such as StockTwits, along with financial
blogs and microblogs, have become rich sources of data
for FSA. These platforms are crucial due to their rich
repositories of real-time, unstructured textual content that
mirrors public sentiment regarding financial markets,
specific stocks, and the overall economic environment.
The immediacy and public nature of the discussions on
these platforms make them an invaluable resource for
capturing the mood of the market, which can be predictive
of future market movements. Su et al. [150] leverage BERT
for extracting sentiment and semantic insights from Twitter,
facilitating improved covariance estimation and enhancing
portfolio optimization. The integration of text-derived
covariance data into mean-variance optimization resulted
in superior performance in this work, especially during
COVID-19 crash period. Furthermore, Steinert and Altmann
[60] employ GPT-4 for sentiment analysis of microblogging
messages on the Stocktwits platform, outperforming the
naive buy-and-hold strategy for Apple and Tesla stocks by a
significant margin, which underscores the potential of LLMs
in predicting stock price movements through sentiment
analysis. Despite the efficacy of LLMs in sentiment analysis,
social media sources present unique challenges, including
the vast volume of information, the colloquial language
often used, possible selective bias, and the presence of
misinformation or inaccuracies in the messages shared,
which complicate the task of accurately capturing and
interpreting market sentiments [178].

News represents another crucial data source, which
shares many similarities with social media in terms of rapid
dissemination and broad reach, but it generally focuses
more on objective events. Contrary to the often subjec-
tive and personal nature of social media, news content
typically originates from more prestigious and established
media outlets, including the renowned newspapers like
The New York Times, television broadcasters like CNN and
BBC, as well as finance-specific publications such as The
Economist. The credibility and professionalism of journalists
and writers in these outlets lend a higher trustworthiness
to the content, despite sometimes at the cost of timeliness.
Evidence increasingly supports the advantages of post-
ChatGPT LLMs over earlier approaches, particularly in an-
alyzing the sentiment of news headlines. Lopez-Lira and
Tang [152] investigate ChatGPT’s effectiveness in predicting
stock market returns, illustrating its capability to accurately
assign sentiment scores to headlines and outperform earlier
models such as GPT-2 and BERT. Besides, Fatouros et al.
[153] reveal that GPT-3.5 offers considerable improvements
over FinBERT in analyzing forex-related news headlines.
Similarly, Luo and Gong [154] report noteworthy success
with the open-source Llama2-7B model [26], achieving per-
formance that exceeded previous BERT-based approaches
and conventional methods like LSTM with ELMo. These
researches underscore the significance of advanced LLMs
in decision-making and quantitative trading.

In this digital age, the phenomenon of real-time news

is becoming increasingly prevalent. Distributed via live
broadcasts or online platforms, these news sources manage
to strike a balance between accuracy and immediacy,
offering timely insights into market conditions and public
events that could influence financial sentiments [179].
Chen et al. [180] investigate using advanced LLMs like
BERT, RoBERTa, and OPT for sentiment analysis and
stock prediction. These models significantly outperform
traditional methods such as Word2vec by capturing
complex text information and providing a more accurate
contextual understanding. It also demonstrates that LLM-
based models achieve higher Sharpe ratios and better
performance. Crucially, the research reveals that news
information is incorporated into stock prices with a delay
due to limits-to-arbitrage, creating opportunities for real-
time trading strategies to exploit these inefficiencies. This
underscores the potential of LLMs in real-time financial text
mining.

Corporate Disclosures: Corporate disclosures is
increasingly recognized for its significance in FSA. This
section delves into three primary categories of corporate
disclosures: Earnings Calls, Corporate Communications,
and Regulatory Filings and Legal Documents (e.g.,
SEC filings), each highlighted for its importance and
accompanied by pertinent studies.

Earnings calls are crucial for providing insights into a
company’s financial health, strategic direction, and manage-
ment’s perspective on performance and future prospects.
The sentiment analysis of earnings calls transcripts can
reveal underlying tones and sentiments that may influ-
ence investor decisions and market perceptions. Cook et al.
[155] evaluate the performance of local LLMs in interpret-
ing financial texts, particularly focusing on analyzing the
tone and content of bank earnings calls during the post-
pandemic era and the early 2023 banking stress. They show
that local LLMs are effective for analyzing financial com-
munications, demonstrating a shift in bank earnings call
content towards more homogeneity and less positive sen-
timent during periods of increased banking stress. Leippold
[156] demonstrates the susceptibility of financial sentiment
analysis to adversarial attacks using GPT-3, highlighting the
need for LLMs to ensure the reliability of AI in financial text
processing.

Corporate communications encompass a wide range of
official statements, press releases, and announcements made
by a company to its stakeholders. The sentiment embedded
within these communications can significantly affect how
stakeholders perceive the company’s current state and fu-
ture outlook. LLMs can process these communications to
assess the sentiment and identify potential market-moving
information. For instance, Kim et al. [157] illustrate that
ChatGPT can significantly streamline and clarify corporate
disclosures for investors by reducing the length and ampli-
fying the sentiment of the content, while also revealing the
prevalent issue of ’bloat’—excessive, redundant, or irrele-
vant information in financial reports—that can obscure the
true insights needed for informed investment decisions.

Regulatory Filings and Legal Documents are essential
for compliance, governance, and transparency, providing
a wealth of information on a company’s operations, risks,
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and financial condition. LLMs can process these complex
documents and identify sentiment-related information,
such as litigation risks, accounting irregularities, and
management changes. Aparicio et al. [158] introduce
BioFinBERT, a fine-tuned language model that utilizes
sentiment analysis of regulatory filings and legal
documents, such as 10-Q, 10-K, 6-K, and 20-F reports,
along with biotech company press releases, to execute
market orders and predict stock price movements in the
biotechnology sector. Another paper [159] investigates
how corporations adjust their regulatory disclosures to
be more machine-readable in the age of AI, influencing
both the sentiment expressed and the speed of information
dissemination in financial markets.

Market Research Reports: Market research reports,
which encompass a wide range of data including economic
indicators, industry analysis, and consumer behavior,
are crucial for informed decision-making in finance. The
significance of analyst reports and investment research
lies in their detailed analysis and recommendations on
securities, offering a profound understanding of market
trends and potential investment opportunities. Analyst
ratings, such as ”buy,” ”hold,” or ”sell” recommendations,
provide another concise evaluation of a security’s future
performance, serving as a valuable guide for investors.
These ratings are based on rigorous financial analysis
and are closely monitored by investors to assess market
sentiment and make strategic investment choices [160].

Policy and Economic Indicators: In the field of financial
sentiment analysis, particularly with respect to policy and
economic indicators, a significant focus has been placed on
the analysis of Federal Open Market Committee (FOMC)
meeting minutes, European Central Bank (ECB) policy
decisions, and other key indicators like non-farm payroll
data, unemployment rates, inflation rates, and GDP growth.
These sources are critically important for understanding
the market dynamics and guiding investment decisions
based on the sentiment derived from policy decisions and
economic reports.

The FOMC meeting minutes are a important source of
information for understanding the U.S. Federal Reserve’s
monetary policy stance [181], [182]. These minutes provide
a detailed account of the discussions and deliberations
that take place during FOMC meetings, shedding light
on the economic outlook, inflation expectations, and po-
tential interest rate changes [161]. Researchers have em-
ployed LLMs to analyze the sentiment and tone of FOMC
meeting minutes. Kim et al. [162] investigate that while
FinBERT outperforms traditional techniques in predicting
negative sentiment within FOMC statements, there is a need
for further enhancements and exploration of alternative
approaches to optimize the analysis of FOMC texts and
gain more comprehensive economic insights. Gössi et al.
[163] present a fine-tuned FinBERT model with a Sentiment
Focus method, which significantly improves the sentiment
analysis accuracy of complex financial sentences in FOMC
Minutes, particularly those containing conjunctions with
contradicting sentiments.

The ECB is responsible for setting monetary policy for

the eurozone, and its policy decisions have a significant
impact on financial markets [183]. ECB policy decisions,
including interest rate changes and asset purchase pro-
grams, are closely monitored by investors and analysts
[184], [185]. Recent research has utilized LLMs to analyze the
sentiment and impact of ECB policy decisions on financial
markets [164]. Utilizing the FinBERT model, Kanelis and
Siklos [165] reveal that sentiments from monetary policy
speeches explain the tone of press conference statements,
while financial stability speeches offer little explanatory
power, highlighting the LLM’s ability to provide detailed
sentiment analysis in economic communication.

In addition to FOMC meeting minutes and ECB policy
decisions, several other economic indicators and research
papers are relevant to FSA. Non-farm payroll data and
unemployment rates provide insights into the labor market
and can have a significant impact on market sentiment [186].
Inflation rates and GDP growth are also closely watched
indicators, as they reflect the overall health of the economy
[187], [188]. Applying LLMs to analyze the sentiment and
impact of these economic indicators on financial markets
deserves further exploration for future research.

3.3 Financial Time Series Analysis

3.3.1 LLMs for Time Series
Deep learning has revolutionized time series analysis, offer-
ing powerful tools for modeling and forecasting sequential
data [189], [190], [191]. Prominent deep learning models
like LSTM networks and CNNs have demonstrated signifi-
cant effectiveness in capturing temporal dependencies and
anomalies in time series data [192], [193], [194].

With the recent surge in popularity of LLMs, these tools
are increasingly being utilized to assist in time series tasks
[195], [196]. They offer a multitude of auxiliary functions
such as generating additional features from textual data
and producing descriptive statistics, as we have discussed
in Section 3.1 and 3.2, which can enhance the accuracy of
time series models by tapping into a broader spectrum of
information beyond the original data.

Beyond these supportive roles, LLMs are also being
employed to directly analyze time series data [197], [198],
a development supported by several factors. This is primar-
ily attributed to LLMs’ ability to understand and process
sequential data, which is a common trait between text and
time series. Also, the prevalent Transformer architecture
underlying most LLMs has proven effective in various time
series tasks [199], [200], [201]. Furthermore, LLMs exhibit
remarkable multimodal capabilities, suggesting that their
pre-training on vast datasets, even if solely text-based, im-
parts general inference and reasoning abilities beyond the
specific data modality [202]. This characteristic not only
serves as supportive evidence to the direct application of
LLMs in time series analysis but also paves the way for
future multimodal foundation models [203].

Several notable works have demonstrated the efficacy of
LLMs in time series analysis. Pioneering efforts by Zhou
et al. [204] demonstrate the versatility of LLMs across tasks
such as forecasting, anomaly detection, classification, and
imputation. Using a GPT-2 backbone, they establish the
potential for LLMs to process and model time series data
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Fig. 5. Illustration of financial time series analysis.

effectively. Gruver et al. [205] further explore the zero-shot
capabilities of pretrained LLMs for time series forecasting.
Through appropriate tokenization of time series data, they
found that LLMs can implicitly understand temporal pat-
terns and generate forecasts without explicit training. Jin
et al. [206] apply the concept of reprogramming to enhance
LLM performance in time series analysis. This technique
translates time series data into representations more readily
understood by LLMs, leading to state-of-the-art forecasting
results. Beyond direct LLM applications, researchers are
focusing on developing foundation models specifically for
time series analysis [207], [208]. These efforts aim to estab-
lish a new paradigm for time series modeling, leveraging the
power of techniques in LLMs to capture complex temporal
dependencies.

3.3.2 Forecasting
Recent research has explored the utility of LLMs in the
domain of financial time series forecasting, demonstrating
both the potential and the limitations of these advanced
computational tools. This section reviews key studies that
have contributed to our understanding of how LLMs can
be applied to predict stock market movements and other
financial indicators.

LLMs can be directly used for stock forecasting, as
stated in [209]. Their research explores NASDAQ-100 stock
prediction with LLMs, and demonstrates that by integrat-
ing diverse data sources, LLMs not only provide robust
predictions but also enhance the explainability. The study

emphasizes the importance of instruction-based fine-tuning
and chain of thought reasoning, which have been shown
to significantly improve the performance of LLMs over
traditional statistical models in this field. Another way is
to integrate LLMs to enhance the other neural networks.
Chen et al. [210] introduced a framework that leverages
ChatGPT to enhance graph neural networks (GNN) for
stock movement prediction. Their approach adeptly extracts
evolving network structures from textual data and incorpo-
rates these networks into GNNs for predictive tasks. The ex-
perimental results indicate that this model consistently out-
performs state-of-the-art deep learning-based benchmarks
with higher annualized cumulative returns and reduced
volatility.

Besides, LLMs are notable for their capability to be inte-
grated in multimodal data analysis as discussed in the previ-
ous section, which can be crucial when analyzing alternative
data. For instance, Wimmer and Rekabsaz [211] introduce
innovative models that leverage both textual and visual
data to forecast market movements. Utilizing CLIP-based
models, their research shows significant outperformance
against established benchmarks in predicting the trends of
the German share index. Metrics such as Precision, F1 Score,
Balanced Accuracy, and others show the effectiveness of
these multimodal approaches. Another noteworthy study is
the RiskLabs framework, which combines various types of
financial data, including textual and vocal information from
earnings conference calls, market-related time series data,
and contextual news data [212]. The framework’s multi-
stage process starts with extracting and analyzing these
data using LLMs, followed by processing time-series data
to model risk over different timeframes. RiskLabs employs
multimodal fusion techniques to combine these varied data
features for comprehensive multi-task financial risk predic-
tion. The empirical results demonstrate the framework’s
effectiveness in forecasting both volatility and variance in
financial markets, indicating the potential of LLMs in finan-
cial risk assessment.

However, the application of LLMs in financial forecast-
ing is not without challenges. Xie et al. [213] specifically
assess ChatGPT’s performance in zero-shot multimodal
stock movement prediction tasks and find that it underper-
forms when compared to both traditional machine learning
models and other state-of-the-art techniques. Their findings
highlight the necessity for ongoing research to enhance the
predictive capabilities of LLMs in complex financial envi-
ronments. On the other hand, Lopez-Lira and Tang [152]
examine how well these models, particularly GPT-4, can
predict stock market returns using news headlines as in-
put. Their results indicate that advanced LLMs significantly
outperform both traditional models and earlier versions of
LLMs. Notably, the models show higher efficacy especially
after negative news and for smaller stocks, a phenomenon
explained through theories of information diffusion, arbi-
trage limitations, and investor sophistication. The debate on
the effectiveness of LLMs in financial forecasting remains
open, with evidence supporting both their limitations and
potential.

Though early challenges exist, research reveals consider-
able promise for LLMs in financial time series forecasting.
Explainability, comprehensive understanding of news, and
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multimodal integration stand out as compelling areas for
future investigation and refinement. However, they also
mark the challenges and the necessity for further research
to fully realize the potential of LLMs in this domain.

3.3.3 Anomaly Detection
Anomaly detection is a fundamental task in various do-
mains, particularly in finance where identifying unusual
patterns or outliers is crucial [214]. For instance, identifying
fraudulent transactions or unusual account activity is a
top priority for financial institutions. Anomaly detection
algorithms can flag potentially fraudulent behavior, pre-
venting financial losses [215]. Besides, market manipulation
schemes, such as pump-and-dump tactics, can be detected
through anomaly detection in trading volumes and price
patterns [216]. Anomaly detection is also valuable in risk
assessment and mitigation strategies, since anomalies in
market trends or macroeconomic indicators can signal po-
tential risks.

Financial time series data, like stock prices, can be
highly complex, characterized by volatility, seasonality, and
non-linear relationships. Traditional statistical approaches,
though robust, often struggle to encapsulate the full spec-
trum of these complexities, thereby constraining their
anomaly detection capabilities. The development of deep
learning has catalyzed a fundamental transformation, of-
fering novel methodologies that hold great promise for
this domain [217], [218]. Particularly, LLMs have emerged
as a pivotal method, demonstrating remarkable efficacy in
anomaly detection across a myriad of tasks, as evidenced
by recent scholarly works [217], [219]. For instance, Park
[220] introduces an LLM-based multi-agent framework that
synergizes traditional statistical methods with AI-driven
analytics. This innovative fusion is exemplified through an
application to the S&P 500 index, showcasing a marked
enhancement in the efficiency, precision, and automation of
anomaly detection in financial markets, thereby diminishing
the dependency on manual interventions. The integration of
LLMs into financial time series anomaly detection will likely
become increasingly valuable, which has the potential to
not only address the limitations of conventional techniques,
but also reduce manual processes and enhance algorithmic
trading systems that capitalize on market anomalies, paving
the way for more sophisticated and automated trading
systems.

3.3.4 Other Time Series Tasks
Besides forecasting and anomaly detection, the capabilities
of LLMs offer promising potential within several other
domains of financial time series analysis.

Classification: Financial time series can be classified
into various categories based on trends, volatility, or other
characteristics. LLMs can learn these complex patterns and
assign labels accordingly. For instance, they could classify
stocks as ”growth” or ”value,” or identify different market
regimes (bullish, bearish, etc.) [221]. LLMs can efficiently
classify financial time series data by understanding and
predicting patterns that are indicative of specific financial
behaviors. This includes the applications of sentiment
analysis (section 3.2) and anomaly detection (section 3.3.3)

that we have already discussed.

Data Augmentation: The limited size and variability
of financial datasets can sometimes hinder machine
learning models. Generative AI offers a path toward
data augmentation, which involves generating synthetic
data that can be used for training machine learning
models, ensuring robustness despite the original limitations
of the dataset. A recent paper by Nagy et al. [222]
introduces a generative AI model for end-to-end limit
order book modeling, demonstrating the use of a token-
level autoregressive generative model to produce realistic
order flow in financial markets. This model utilizes
structured state-space layers to efficiently handle long
sequences of order book states and tokenized messages.
The model shows promising performance in approximating
data distribution and forecasting mid-price returns,
suggesting potential applications in high-frequency
financial reinforcement learning. While this work focuses
on generative AI rather than directly employing LLMs, its
approach and insights are relevant for augmenting financial
time series data, highlighting the versatility of generative
models in this domain. By simulating various market
scenarios, LLMs can help in creating a richer, more diverse
dataset that aids in building more accurate predictive
models [223].

Imputation: Financial time series data often suffers from
missing values due to errors or unavailability. Imputation
refers to the method of filling in missing or incomplete
data points in financial time series. LLMs have a good
potential to fill these missing values based on their superior
generative capability [224]. This is particularly useful in
maintaining the quality and continuity of financial data
analysis. Accurate imputation helps in avoiding biases or
inaccuracies that might occur due to gaps in the data, thus
ensuring more reliable financial assessments and forecasts.

In summary, LLMs demonstrate significant potential
in financial time series analysis, offering capabilities in
forecasting, anomaly detection, pattern classification, data
augmentation, imputation, and more. Their ability to
process and understand complex financial data opens
avenues for novel approaches to market analysis. As
LLM research progresses, we can anticipate continued
advancements in the application of these models within the
financial time series domain.

3.4 Financial Reasoning
Another key application of LLMs in finance is to sup-
port financial reasoning. As previously discussed, LLMs
are capable of processing and synthesizing vast amounts
of financial data from various sources, including market
reports, financial news, and historical pricing data. This
comprehensive understanding of the financial landscape
and market dynamics may enable LLMs to support strategic
financial planning, generate investment recommendations,
provide advisory services, and assist in financial decision-
making.

The use of LLMs in financial reasoning offers several
key advantages. Firstly, they can enhance data analysis by
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processing vast amounts of financial information, identify-
ing patterns and trends that help inform better decision-
making. Secondly, LLMs can be used for predictive mod-
eling, allowing them to forecast market conditions and
asset performance, which may lead to robust investment
recommendations. Additionally, LLMs could offer person-
alized advisory services. They can analyze a person’s or
organization’s financial situation, goals, and risk tolerance
to provide customized advice. Another benefit could be
real-time monitoring and alerts, where LLMs can mon-
itor financial market trends and news, providing timely
updates and alerts to help users adjust their strategies as
needed. Moreover, LLMs may improve accessibility and
engagement. By integrating these models into user-friendly
interfaces like chatbots, financial planning and advisory
become more accessible and engaging, where individuals
can take control of their own financial well-being.

In this section, we will explore these applications
through the literature, potentially inspiring further innova-
tions.

3.4.1 Planning

Financial planning involves setting financial goals, assess-
ing current financial situations, and devising strategies to
achieve those goals. This process includes analyzing income,
expenses, investments, and risk management to create a
comprehensive plan for long-term financial stability and
growth.

In a corporate context, LLMs can be utilized to sup-
port various aspects of financial planning. For instance,
LLMs can analyze market trends and competitor data to
help organizations develop business strategies. Nguyen
and Tulabandhula [225] examine the use of generative
AI models, such as GPT-4 and other transformer-based
models, for business strategy development. By employing
Named Entity Recognition (NER) and Zero-shot Classifiers
(ZSC) to automatically extract and classify relationships
between companies, they created dynamic signed business
networks that reflect the competitive and collaborative mar-
ket landscape. This method provides business stakeholders
with insights into market conditions and supports strategic
decision-making.

Moreover, LLMs can streamline financial planning pro-
cesses, as demonstrated by Ludwig and Bennetts [226].
By integrating ChatGPT into financial planning practices,
they illustrate how financial planners could leverage this
AI model to enhance client communication and provide
immediate, semi-personalized responses to common finan-
cial concerns, such as preparing for economic recessions.
They also highlight ChatGPT’s role in client education and
its ability to simplify complex financial concepts for better
understanding. Despite these benefits, the authors empha-
size the need for human oversight to ensure the accuracy
and quality of the advice provided, addressing potential
limitations of the models.

In personal financial planning, LLMs can help individ-
uals create customized strategies for long-term financial
well-being. A recent study by Lakkaraju et al. [227] eval-
uates the performance of LLM-based chatbots, ChatGPT
and Bard, in providing personal financial advice. The study

covers various aspects of personal finance, including deci-
sions related to bank accounts, credit cards, and certificates
of deposits (CDs). It assesses how these models handle
complex financial interactions and make recommendations
across different languages and dialects, such as English,
African American Vernacular English, and Telugu. Their
findings reveal that while ChatGPT often provides more
personalized and accurate responses, both models face chal-
lenges, including mathematical errors, lack of visual aids
to support explanations, and difficulties in processing non-
English queries effectively. The paper emphasizes the need
for improvements in these LLMs to enhance their reliability
and inclusivity when applied to financial planning, a topic
that will be further discussed in section 5.

Additionally, LLMs can optimize budgeting strategies by
incorporating AI-driven recommendations into individual
and household financial models. de Zarzà et al. [228] present
an optimization framework for individual budget allocation
to maximize savings and extend this approach to household
finances, addressing the complexities of multiple incomes
and shared expenses. In high-net-worth contexts, LLMs can
also be used to simulate various tax scenarios, identify op-
timal tax strategies, and provide proactive advice based on
changing tax law to minimize tax liabilities and maximize
financial growth [229].

The integration of LLMs in financial planning has the
potential to transform how individuals and businesses ap-
proach their financial objectives. By leveraging the data pro-
cessing and analysis capabilities of LLMs, financial planning
can become more efficient, accurate, and personalized. As
research and development in this field continue to progress,
LLMs are poised to become vital tools in the financial plan-
ning environment, allowing users to make educated and
strategic decisions. The examples discussed in this section
highlight the diverse range of applications and the potential
for LLMs to revolutionize financial planning practices for
both corporate and personal contexts.

3.4.2 Recommendation
LLMs are revolutionizing investment recommendations
and wealth management by analyzing financial data,
forecasting market trends, and optimizing portfolios. They
provide personalized advice based on individual risk
profiles and preferences, which improves robo-advisors and
investment strategies. However, the integration of LLMs in
wealth management needs regulatory frameworks to assure
fairness, effectiveness and informed decision-making in
conjunction with human expertise.

LLM in Investment Advisory: LLMs play a crucial role in
enhancing the capabilities of robo-advisors by providing
personalized and automated investment recommendations.
For example, Huang et al. [230] highlight the effectiveness
of platforms like Wealthfront and Betterment, which employ
AI algorithms to deliver customized asset management
plans aimed at optimizing investment returns based
on individual user profiles. The study emphasizes the
importance of consistent use, transparency, and user-centric
design in maximizing the benefits of intelligent advisors.
To build user trust and improve the overall effectiveness
of robo-advisors, the authors recommend focusing on key
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Fig. 6. Illustration of various financial reasoning tasks.

areas such as enhancing transparency, designing intuitive
user interfaces, and offering tailored financial services for
individual needs.

Similarly, Lu et al. [231] explore the potential of Chat-
GPT in generating investment portfolio recommendations.
Using textual data from the Wall Street Journal and Chinese
policy announcements, the researchers evaluate ChatGPT’s
ability to generate portfolios that outperform the market.
Through fine-tuning and performance measurements, the
study demonstrates that ChatGPT can achieve a monthly
three-factor alpha of up to 3%, particularly when analyz-
ing policy-related news. They highlight the importance of
model parameters, such as the “temperature” setting, in
influencing the recommendations’ creativity and accuracy,
indicating that generative AI, with appropriate tuning, can
be a valuable tool for financial advisors.

Another development in the field is the Cogniwealth
system, introduced by Ramyadevi and Sasidharan [232].
This platform utilizes the Llama 2 model as a financial
advisor. The system leverages NLP and machine learning
techniques to assist both professional fund researchers and
laymen investors by providing personalized investment
recommendations and financial insights. Cogniwealth’s
ability to handle user-provided data and deliver human-like
responses through an intuitive interface ensures high levels
of adaptability, user-friendliness, and engagement.

Impact on Investment Strategies: LLMs are transforming
the landscape of investment strategies, offering the potential
to deliver more accurate, diverse, and accessible investment
advice. A prime example of this is demonstrated in Ko
and Lee’s study [233], where they showcase ChatGPT’s
ability to construct portfolios with superior diversity and
performance compared to randomly selected ones. This
finding highlights the potential of LLMs to serve as valuable
advisory tools for both professional portfolio managers
and individual investors, democratizing access to advanced
investment strategies.

LLMs can also impact the development of algorithmic
trading strategies by automating the creation of accurate
and executable code for technical indicators. The study con-
ducted by Noguer i Alonso and Dupouy [234] compares the
capabilities of various LLMs, such as GPT-4-Turbo, Gemini-
Pro, Mistral, Llama 2, and Codellama, in generating code

that runs correctly and matches baseline implementations.
The study emphasizes the importance of well-designed
prompts and the models’ ability to handle complex financial
calculations for successful code generation.

Recently, Kim et al. [235] investigates the capability
of an LLM, specifically GPT-4 Turbo, to perform finan-
cial statement analysis comparable to that of professional
human analysts. By providing standardized and anony-
mous financial statements, the study examines the model’s
ability to predict future earnings without any narrative
or industry-specific context. The findings reveal that the
LLM not only outperforms human analysts in predicting
earnings changes, particularly in challenging scenarios, but
also matches the performance of specialized state-of-the-
art machine learning models. The authors claim that the
model’s predictions derive not from its training memory but
from generating useful narrative insights about a company’s
future performance, thus eliminating look-ahead bias. To
address this bias, the research design uses a consistent
anonymized format for financial statements across firms,
making it virtually impossible for the model to infer a
firm’s identity. Additionally, the statements do not contain
any dates and use relative years, mitigating concerns about
the model leveraging macroeconomic trends from specific
years. Furthermore, trading strategies based on the LLM’s
predictions demonstrate higher Sharpe ratios and alphas
compared to those based on other models.

Another promising application of LLMs in investment
strategies is the analysis of annual reports to extract valu-
able insights, thereby enhancing stock investment strategies.
Gupta [83] introduces a framework that utilizes GPT-3.5
to streamline the process of analyzing comprehensive 10-
K filings of a company. By combining the generated in-
sights with historical stock data, the study demonstrates that
machine learning models trained on these LLM-generated
features can outperform traditional market benchmarks,
such as the S&P 500 index. This approach highlights the po-
tential of integrating LLMs with historical data to improve
the accuracy of stock predictions and enhance investment
strategies.

Moreover, Zhang et al. [236] introduce BreakGPT for
detecting financial breakouts. BreakGPT’s multi-stage struc-
ture improves the accuracy and stability of detecting true
and false breakouts in financial markets by systemati-
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cally analyzing price movements and order flows. The
model’s superior performance compared to ChatGPT-3.5
and ChatGPT-4 makes it a valuable tool for traders and
investors in detecting financial breakouts.

However, despite these promising developments,
Chuang and Yang [237] raise an important concern
regarding the implicit biases present in pre-trained
language models, such as BERT and FinBERT. The study
reveals that these models exhibit significant biases towards
certain stocks and industry sectors, which can influence the
quality and fairness of investment recommendations. They
emphasize the need for awareness and mitigation of such
biases in financial decision-making systems to ensure more
reliable and fair investment advice. This research highlights
the importance of careful model training and evaluation
in financial contexts to develop robust and accountable
financial advisory systems.

Regulatory and Ethical Considerations: The application of
LLMs in financial advisory services has raised significant
regulatory and ethical concerns. Caspi et al. [238] examine
the regulatory landscape, highlighting key concerns such
as maintaining fiduciary duties, ensuring transparency,
and preventing conflicts of interest. They discuss potential
regulatory strategies to address the challenges posed by
generative AI, emphasizing the need for effective regulation
that balances innovation with consumer protection.
Moreover, Niszczota and Abbas [239] investigate the
financial literacy of GPT models, revealing GPT-4’s near-
perfect score on financial literacy tests. However, they also
find that individuals with lower financial knowledge tend
to rely more heavily on GPT’s advice.

Lakkaraju et al. [240] also compare the effectiveness
and fairness of LLM-based chatbots (ChatGPT and Bard)
to a rule-based chatbot (SafeFinance) in providing personal
financial advice. They find that while ChatGPT and Bard
generate fluent responses, they exhibit inconsistencies and
biases across different user groups and languages. In con-
trast, SafeFinance provides reliable answers, albeit with
limited generalization. The study demonstrates the need for
improvements in LLM-based systems to ensure fairness and
accuracy in financial advisement.

While LLMs have demonstrated potential in transform-
ing financial advisory services, their application raises im-
portant regulatory and ethical considerations. Effective reg-
ulation should balance innovation with consumer protec-
tion, while educating users about the limitations and po-
tential biases of AI-driven financial recommendations is
essential to promote informed decision-making.

3.4.3 Support Decision-making
Operational risk management and compliance are critical
components in the financial sector, as they help safeguard
the integrity of financial institutions, protect consumers,
and maintain the stability of the entire financial system.
However, the increasing complexity of financial products,
ever-changing regulations, and the constant threat of
fraudulent activities pose significant challenges for financial
institutions. LLMs are emerging as powerful tools that
enhance these processes by providing sophisticated
analytical capabilities. By leveraging LLMs, financial

institutions can improve the accuracy of audits, streamline
compliance verification, and detect inconsistencies more
efficiently. This enables financial institutions to make
informed decisions in critical areas such as Financial
Auditing and Regulatory Compliance, and Fraud
Detection and Risk Management, ultimately enhancing
their operational resilience and ensuring compliance with
regulatory requirements.

Financial Auditing and Regulatory Compliance: Financial
auditing involves the systematic examination of financial
records and statements to ensure accuracy and compliance
with regulations. LLMs are increasingly being used to
enhance these processes by improving the accuracy and
efficiency of text matching and regulatory interpretation
[241]. A study conducted by Hillebrand et al. [242]
introduces ZeroShotALI, which stands for Zero-Shot
Automated List Inspection. It combines GPT-4 and a
domain-specific SentenceBERT model to enhance the
matching of text segments from financial reports with
specific legal requirements. This system significantly
improves the efficiency and accuracy of financial audits
compared to traditional methods.

Moreover, another study conducted by Cao and Fe-
instein [243] examines the use of LLMs (such as GPT-4,
GPT-3.5, Claude-3-Opus, Gemini-1.5-Pro) for interpreting
complex financial regulations, specifically focusing on Basel
III capital requirements. Effective prompt design and docu-
ment loading methods guide LLMs in translating regulatory
texts into a concise mathematical framework, aiming to
significantly enhance regulatory interpretation accuracy.

In addition, by analyzing firms’ public narrative dis-
closures with GPT-4, Choi and Kim [244] develop a novel
measure of tax audit periods at the firm level. Their measure
shows high conformity with data released by the IRS (the
Internal Revenue Service) and reveals that tax audits lead to
reduced tax avoidance, decreased capital investments, and
increased stock volatility.

LLMs have shown potential in uncovering
inconsistencies and contradictions in financial reports.
A study conducted by Deußer et al. [245] develops
an innovative approach to identifying discrepancies in
financial reports by leveraging the power of LLMs such as
GPT-4 and Llama. The study employs embedding-based
paragraph clustering to efficiently detect contradictions
across various datasets, including both annotated and
unannotated financial reports. By utilizing sentence-pair
data, document-level data, and intelligent bucketing
systems, the researchers optimize the query process for the
LLMs, enabling them to effectively pinpoint inconsistencies
and contradictions. The results of this study demonstrate
significant enhancements in the accuracy and efficiency of
financial audits, ultimately reducing the time and effort
required to conduct thorough and reliable financial report
audits.

Fraud Detection and Risk Management: Fraud
detection and risk management are critical components of
maintaining financial integrity and stability. LLMs offer
advanced capabilities to detect fraudulent activities and
manage risks through sophisticated data analysis and
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pattern recognition. A study conducted by Feng et al. [246]
highlights the potential of LLMs to revolutionize credit
scoring and risk assessment. By instruction tuning, LLMs
can match or surpass traditional credit scoring models,
leading to more inclusive and comprehensive evaluations.
However, the study also emphasizes the need to address
biases within LLMs to ensure fair financial decision-making.

Furthermore, Cao et al. [212] present a novel framework
named RiskLabs that leverages LLMs to predict financial
risk by integrating data from various sources. By process-
ing and fusing features from diverse data types, including
textual and vocal information from Earnings Conference
Calls (ECCs), market-related time series data, and contex-
tual news data surrounding ECC release dates, RiskLabs
outperforms traditional methods and existing models in
forecasting financial risks, providing a more comprehensive
understanding of market dynamics.

Several papers explore the application of LLMs in fraud
detection. Zhao et al. [247] introduce an innovative GPT-
based model for identifying fraudulent activities in pay-
ment systems, which excels in capturing detailed behavioral
sequences through temporal and contextual analysis. Yang
et al. [248] introduce the FinChain-BERT model, which en-
hances fraud detection accuracy by focusing on key financial
terms and optimizing model performance. Similarly, Bhat-
tacharya and Mickovic [249] demonstrate the effectiveness
of the BERT model in detecting accounting fraud in financial
reports by fine-tuning the model on Management Discus-
sion and Analysis sections of annual 10-K reports from
the Securities and Exchange Commission (SEC) database,
outperforming existing benchmark models.

While LLMs have shown great potential in fraud detec-
tion and risk management, it is crucial to acknowledge and
address the inherent biases that may exist within these mod-
els. Biases in LLMs can lead to unfair and discriminatory
practices in financial decision-making. Ongoing research
and development efforts are necessary to mitigate these
biases and ensure the responsible and ethical deployment
of LLMs in the financial sector.

3.4.4 Real-time Reasoning
Real-time reasoning enables instant and dynamic
interactions between users and AI-powered systems.
By leveraging the vast knowledge and understanding of
LLMs, financial institutions can deploy chatbots, virtual
assistants, and question-answering systems that provide
accurate, relevant, and timely information to customers
and stakeholders. These real-time applications streamline
customer support, simplify complex financial transactions,
and offer immediate access to financial insights and advice.

Chatbots and Virtual Assistants: Chatbots and virtual
assistants are changing the way financial institutions
interact with customers and streamline internal processes.
By leveraging the capabilities of LLMs, these AI-driven
tools can further provide more personalized and effective
assistant, thereby enhancing customer satisfaction and
boosting organizational efficiency. For instance, Aggarwal
et al. [250] present a multi-purpose NLP chatbot that
incorporates LLM models, including ChatGPT, BERT, and
DistilBERT. The proposed system incorporates emotion

recognition, multilingual support, and voice conversion.
The chatbot demonstrates exceptional performance in
providing personalized financial advice, understanding
and responding to human emotions, and maintaining
functionality in offline modes.

In another study, Yue and Au [251] introduce GPTQuant,
a conversational AI chatbot designed to facilitate invest-
ment research. GPTQuant leverages few-shot learning and
LangChain’s integration to generate Python code for back-
testing and strategy analysis. The chatbot uses prompt
templates to activate GPT-3’s capabilities, demonstrating
efficacy in portfolio construction, rebalancing, and factor
score querying.

Lastly, Yadav et al. [252] introduce a virtual assistant
that utilizes LLMs to enhance the financial reconciliation
process. The assistant automates the generation of SQL
queries from natural language inputs, streamlining and
expediting reconciliation, research, and validation processes
for accountants. Utilizing a retrieve-and-refine strategy
with retrieval-augmented generation (RAG) and few-shot
prompting, the virtual assistant achieved 95% accuracy in
generating correct SQL queries for real-world questions
related to account reconciliation. This integration of LLMs
significantly improves the accuracy and efficiency of
generating SQL queries, demonstrating the potential of
LLMs to automate repetitive and time-consuming tasks in
financial reconciliation.

Question-Answering: Question-answering systems
powered by LLMs have shown remarkable progress in
understanding and responding to complex queries related
to financial documents. Recent studies have focused on
enhancing the numerical reasoning capabilities of these
systems, enabling them to handle multi-step calculations
and extract relevant information from various data sources.
For example, Arun et al. [253] develop a pipeline utilizing
fine-tuned LLMs, such as Llama-2-7B and T5, to analyze
financial reports and answer numerical reasoning questions.
By extracting and serializing tables from PDFs, generating
embeddings, and training on the FinQA dataset, the
authors demonstrated the potential for real-time analysis of
financial reports. The study concludes that with appropriate
fine-tuning and methodologies, LLMs could significantly
enhance the efficiency and accuracy of financial data
analysis, enabling swift and informed decision-making in
dynamic market environments through rapid extraction
and interpretation of crucial data points.

Furthermore, Phogat et al. [254] introduce zero-shot
prompting techniques (ZS-FinPYT and ZS-FinDSL) for
LLMs including GPT-3, GPT-3.5-turbo, and GPT-4 to per-
form complex numerical reasoning over financial docu-
ments. By encoding reasoning into Python/DSL(domain-
specific languages) programs, these techniques mitigate
arithmetic limitations. Evaluations on datasets such as
FinQA, ConvFinQA, and TATQA demonstrate superior per-
formance compared to baselines, particularly in table/text
data, multi-step reasoning, and numerical questions.

In a related study, Srivastava et al. [255] investigate the
mathematical reasoning capabilities of LLMs on financial
documents. They introduce a novel prompting strategy,
EEDP (Elicit-Extract-Decompose-Predict), designed to en-
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hance LLM performance in scenarios requiring multi-step
numerical reasoning. Extensive experimentation with mul-
tiple LLMs across financial datasets reveals that EEDP out-
performs baseline strategies like Direct Prompting, Chain of
Thought (CoT), and Program of Thoughts (PoT). The study
highlights the potential of structured prompting strategies
in improving LLM performance for complex reasoning tasks
and identified common error types, emphasizing the need
for precise information extraction.

Moreover, Xue et al. [103] propose a cutting-edge dia-
logue system designed specifically for the finance sector,
named WeaverBird. It leverages a LLM with GPT architec-
ture fine-tuned on extensive financial corpora. This enables
WeaverBird to understand and provide informed responses
to complex financial queries, such as investment strategies
during inflation. The system’s performance is further en-
hanced by integrating a local knowledge base and search
engine, allowing it to retrieve relevant information and gen-
erate responses conditioned on web search results, complete
with proper source references for enhanced credibility. Com-
parative evaluations across a broad spectrum of financial
question-answering tasks demonstrate WeaverBird’s supe-
rior performance compared to other models, positioning
it as a powerful tool for financial dialogue and decision
support.

3.5 Agent-based Modeling

Agent-based modeling (ABM) represents a significant ad-
vancement in simulating complex systems, particularly in
finance. The core principle of ABM involves creating au-
tonomous agents that interact within a defined environ-
ment, allowing the emergence of complex phenomena from
the bottom up. Unlike traditional models that assume uni-
form behavior among agents and equilibrium states, ABM
captures the diversity of behaviors and adaptive strategies
that characterize real-world financial markets. This flexibil-
ity makes ABM a powerful tool for understanding market
dynamics, investor behavior, and the impact of various
external factors on financial systems.

In recent years, the integration of LLMs with agent-
based modeling has opened new avenues for research and
application [256], [257], [258]. With their advanced NLP ca-
pabilities, LLMs enhance the cognitive functions of agents,
allowing them to interpret and react to vast amounts of
unstructured data such as financial news, reports, and social
media posts. This synergy between LLMs and ABM leads to
more realistic and adaptive simulations, which are crucial
for developing robust trading and investment strategies
[259].

Traditional applications of ABM in finance have focused
on modeling the interactions between different types of
market participants, such as institutional investors, indi-
vidual traders, and regulatory bodies [260]. These models
have been used to study the impact of regulatory changes,
market shocks, and behavioral biases on market dynamics.
For instance, agent-based models have been employed to
simulate the effects of high-frequency trading, the propaga-
tion of financial crises, and the formation of asset bubbles.
The addition of LLMs to these models further enhances
their predictive power and accuracy by enabling agents to

process and respond to real-time information in a manner
similar to human analysts.

In this section, we explore the integration of LLMs
with agent-based modeling in various contexts. We discuss
how LLM-based trading and investment agents enhance
decision-making and strategy formulation. We also examine
the use of LLMs in simulating markets and economic activi-
ties, highlighting their impact on policy analysis and market
predictions. Additionally, we review the role of multi-agent
systems in improving financial process automation and
monitoring, emphasizing the potential of these advanced
models in revolutionizing financial analysis and strategy
development.

3.5.1 Trading and Investments
The financial markets are dynamic and complex, requiring
advanced tools to navigate effectively. LLMs have proven to
be powerful allies in this domain by enabling the creation
of intelligent trading agents that can process vast amounts
of data and execute trades with high precision. These agents
leverage LLMs’ NLP capabilities to interpret and synthesize
financial news, market reports, and historical data, signifi-
cantly improving market predictions and trading strategies.
StockAgent [261], for instance, explores the potential of
AI-driven trading systems to simulate and analyze stock
market behaviors under various external influences. It is a
multi-agent system powered by LLMs designed to mimic
real investor behaviors and assess the impact of external
factors like macroeconomic events, policy changes, and fi-
nancial reports on trading activities. The study finds that
different LLMs, such as GPT-3.5 Turbo and Gemini, exhibit
distinct trading behaviors and preferences, with GPT agents
showing more diverse and independent trading styles com-
pared to the more homogeneous and trend-following be-
havior of Gemini agents. This variation suggests that LLM-
based systems can offer personalized investment strategies
and insights. The research also highlights that removing
financial information or communication channels like BBS
(Bulletin Board System) can significantly alter trading be-
haviors and market dynamics, underscoring the complexity
and interdependence of factors influencing stock trading.

A notable advancement in LLM applications is integrat-
ing multimodal data—textual, numerical, and visual—into
trading agents. FinAgent [262] exemplifies this by com-
bining these data types to support quantitative and high-
frequency trading including stocks and Crypto. Its diver-
sified memory retrieval system and tool augmentation fea-
tures enable FinAgent to interact with various data sources
and tools, enhancing adaptability and performance in dy-
namic trading environments.

LLM-based trading agents excel in continuous learning
and adaptation as well. FINMEM [263] introduces a layered
memory and character design, enhancing the agent’s ability
to process hierarchical financial data and convert insights
into trading decisions. The memory module of FINMEM,
inspired by human cognitive processes, includes working
memory and layered long-term memory components. This
design allows FINMEM to categorize and prioritize in-
formation based on its relevance and timeliness, retain-
ing critical insights longer and enabling agile responses
to new investment cues. Through real-world testing and
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Fig. 7. Illustration of financial tasks related to agent-based modeling,

continuous learning, FINMEM evolves its trading strategies,
demonstrating improved decision-making and adaptability
in volatile financial environments. Similarly, QuantAgent
[264] focuses on self-improvement through a two-layer loop
system. The inner loop refines responses using a knowledge
base, while the outer loop involves real-world testing and
knowledge enhancement. This iterative approach enables
QuantAgent to autonomously extract financial signals and
uncover viable trading opportunities, showcasing LLMs’
dynamic potential.

Integrating human expertise with AI capabilities is an-
other significant advancement. The Alpha-GPT series, in-
cluding Alpha-GPT [265] and Alpha-GPT 2.0 [266], em-
phasizes human-AI interaction in the alpha mining pro-
cess. Alpha-GPT 2.0 further introduces a human-in-the-loop
framework for iterative refinement of investment strategies.
These agents interpret trading ideas and translate them
into effective strategies, providing insightful and actionable
alphas. By leveraging both human expertise and AI capabil-
ities, this approach enhances the efficiency and creativity of
the alpha mining process, leading to more effective invest-
ment decisions.

3.5.2 Simulating Markets and Economic Activities

Simulating markets and economic activities has long been
a critical aspect of financial research and policy analysis.
Traditional simulators, typically grounded in econometric
models and system dynamics, have been the cornerstone
of this effort. These simulators rely on historical data and
established economic theories to predict future market be-
haviors. For instance, models like the Vector Autoregres-
sion (VAR) model and the Dynamic Stochastic General
Equilibrium (DSGE) model are widely used for economic
forecasting and policy analysis [267], [268]. While they
offer a structured and mathematically rigorous approach,
traditional simulators often struggle with the complexity
and dynamism inherent in real-world economic systems.
They are generally static, assuming rational behavior and
equilibrium, which can limit their accuracy and adaptability
to unforeseen economic shocks or behavioral intricacies.

In contrast, agent-based simulators represent a signifi-
cant advancement in the simulation of economic activities.
These models consist of autonomous agents, each with
distinct behaviors and decision-making processes. These
agents interact within a defined environment, allowing for
the emergence of complex macroeconomic phenomena from

the bottom up. The primary advantage of ABM lies in their
flexibility and ability to model heterogeneous agents with
varying strategies and interactions. This approach can cap-
ture the non-linear dynamics of markets, such as feedback
loops, market sentiments, and adaptive behaviors [269].

However, agent-based simulators are not without their
challenges. One significant drawback is the computational
complexity, as simulating numerous agents with intricate
interactions demands substantial processing power. Addi-
tionally, the development of realistic agent behaviors and
interaction rules requires deep domain expertise and can be
time-consuming. Moreover, while agent-based simulators
can model emergent phenomena, the validation of these
models against real-world data remains a challenging task,
often requiring extensive calibration and sensitivity analysis
[270].

The integration of LLMs with agent-based simulators
represents a cutting-edge development in economic simu-
lations. With their advanced NLP capabilities, LLMs can
enhance the perception, reflection, and decision-making
processes of agents within simulators. This hybrid approach
leverages the strengths of both technologies: the detailed
and adaptive behaviors modeled by agent-based simulators
and the comprehensive data processing and learning capa-
bilities of LLMs.

Research by Li et al. [271] exemplifies the potential of
this integration by demonstrating the ability to simulate
complex macroeconomic activities. Their study, EconAgent,
shows how LLM-empowered agents can realistically model
economic activities by processing economic data through
advanced mechanisms. These agents can simulate human-
like decision-making processes, providing a comprehensive
understanding of how different economic factors interact.
This enables more accurate predictions of economic trends
and the effects of policy changes. Equipped with layered
memory systems, these agents can adapt their strategies
based on real-time data inputs and historical analysis, mak-
ing them highly effective for forecasting and policy simula-
tion.

Similarly, Horton [272] explores the use of LLMs as com-
putational models for economic simulations. By endowing
LLMs with preferences and decision-making frameworks,
their approach allows the simulation of human-like eco-
nomic behavior. These simulations are particularly valu-
able for social science experiments and exploring economic
scenarios, providing insights that can inform policy and
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strategy. The study introduces Homo Silicus agents, de-
signed to emulate human economic agents by incorporating
principles of behavioral economics. This enables the agents
to make decisions based on a mix of rational analysis and
emotional factors, providing a more realistic simulation of
economic activities and market behaviors.

Furthermore, Zhao et al. [273] investigate the competi-
tive behaviors of LLM-based agents in a simulated environ-
ment, demonstrating how competition among agents can
lead to the emergence of innovative strategies and enhanced
performance. They propose CompeteAI, a framework that
simulates a virtual town where restaurant agents compete
for customers, revealing how competition drives agents to
continually adapt and improve their strategies, aligning
with established sociological and economic theories.

The evolution from traditional simulators to agent-based
models and now to LLM-empowered agents marks a signif-
icant stride in the field of economic simulation. The integra-
tion of LLMs with ABM offers a promising avenue for more
realistic and adaptive modeling of economic activities, cap-
turing the complex interplay of factors that drive markets
and economies. This hybrid approach not only enhances our
understanding of economic dynamics but also provides a
powerful tool for forecasting and policy analysis.

3.5.3 Automated Financial Processes
The integration of LLMs into financial processes has re-
formed the way financial tasks are automated, offering
enhanced capabilities for workflow generation and strate-
gic planning. These applications streamline operations and
provide robust solutions for complex financial tasks.

One notable application is FlowMind [274], which
presents an innovative approach to automating financial
workflows using LLMs. FlowMind leverages the capabil-
ities of models like GPT to generate workflows on-the-
fly, addressing the limitations of traditional robotic process
automation that relies on predefined tasks. The system
uses a structured lecture recipe to ground LLM reasoning
with reliable APIs, mitigating issues such as hallucinations
and ensuring data privacy by avoiding direct interaction
with proprietary code. FlowMind includes a feedback loop
that allows users to inspect high-level descriptions of the
generated workflows and provide adjustments, enhancing
the system’s adaptability. This approach is demonstrated
using the NCEN-QA dataset, a benchmark for evaluat-
ing workflow generation in financial question-answering
tasks, where FlowMind significantly outperforms tradi-
tional methods. This framework showcases the potential of
LLMs to automate complex, spontaneous tasks in financial
services while maintaining data integrity and security.

Another application is AUCARENA [275], which eval-
uates strategic planning and execution in auction environ-
ments to assess the strategic reasoning capabilities of LLM
agents. In the ascending-price auctions, LLM agents like
GPT-4 compete, managing budgets and adapting strate-
gies in real-time. Utilizing a Belief-Desire-Intention model,
agents update beliefs, adjust desires, and replan based on
auction developments. This setup allows for a detailed anal-
ysis of how LLM agents manage resources, adhere to goals,
and adapt to new information in competitive contexts. The
study shows that LLM agents, especially GPT-4, are effective

in strategic planning and resource management, though
sometimes outperformed by simpler methods, highlighting
areas for further improvement in LLM design. AUCARENA
demonstrates the potential of LLMs to enhance decision-
making processes in complex, competitive scenarios.

3.5.4 Multi-agent Systems

The use of multi-agent systems in financial analysis lever-
ages the strengths of LLMs to enhance the robustness
and accuracy of financial strategies. Multi-agent systems
improve trading performance by simulating various agent
interactions and providing a more comprehensive analysis
of the tasks. TradingGPT [276] exemplifies this approach
with its innovative multi-agent framework designed for
financial trading. It organizes memory into three distinct
layers: short-term, medium-term, and long-term, each gov-
erned by a custom decay mechanism that matches hu-
man cognitive processes. In TradingGPT, agents can engage
in inter-agent communication and debate, enhancing their
decision-making capabilities. Each agent is equipped with
individualized trading characters, such as risk-seeking, risk-
neutral, and risk-averse profiles, which enrich the diversity
of perspectives and improve decision-making robustness.
By leveraging layered memory processing and consistent
information exchange, this framework demonstrates aug-
mented adaptability to historical trades and real-time mar-
ket cues, significantly enhancing automated trading out-
comes. Aside from trading tasks, SocraPlan [277] leverages
multi-agent reasoning with LLMs for effective corporate
planning. This framework conducts comprehensive market
research, customer profiling, product usage analysis, and
sales strategy formulation. By combining human insights
with AI capabilities, SocraPlan enhances corporate plan-
ning, enabling businesses to devise strategies that are both
innovative and grounded in detailed market analysis. Socra-
Plan employs a multi-agent architecture where each agent
specializes in a different aspect of corporate planning, such
as competitive analysis, customer segmentation, or trend
forecasting. These specialized agents collaborate to provide
a holistic view of the market, which helps businesses make
informed strategic decisions.

Multi-agent systems also benefit the in analyzing finan-
cial sentiments or textual information, which is a critical
component of market analysis and strategy formulation
as we have discussed in Section 3.1 and 3.2. An example
is HAD [278], which indicates heterogeneous agent dis-
cussion, employing specialized agents focused on different
types of errors common in FSA. This framework ensures
that each of the agents focuses on particular errors, such
as sarcasm, aspect mismatches, and temporal expressions,
making the system robust against common pitfalls in senti-
ment analysis. The HAD framework has shown significant
improvements in accuracy and F-1 scores across multiple
datasets, proving its efficacy in refining sentiment analysis
for financial texts. Another example is [279], which intro-
duces a multi-agent framework that automates the verifi-
cation of information between loan applications and bank
statements, powered by both open-sourced models like
Llama 3 and close-sourced models such as GPT-4. Despite
higher operational costs, this approach is more economical
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and faster than manual reviews, offering a reliable solution
for structured finance auditing and compliance.

Moreover, multi-agent systems can be used for monitor-
ing and anomaly detection in financial markets. Park [220]
introduces a sophisticated multi-agent framework designed
to improve the validation and interpretation of financial
data anomalies. The framework employs a network of spe-
cialized LLM agents, each focusing on distinct tasks such
as data conversion, web-based expert analysis, utilization of
institutional knowledge, cross-checking, and report consoli-
dation. This collaborative approach enhances the efficiency
and accuracy of anomaly detection, reducing the need for
manual verification. By applying this framework to the S&P
500 index, the study demonstrates significant improvements
in anomaly detection, showing that LLM-based agents can
autonomously and accurately identify and interpret anoma-
lies in financial market data, thereby supporting more effec-
tive financial market monitoring and decision-making

Besides the multi-agent systems, agents can interact
with itself in an autonomous way as well [280]. The
Self-Reflective LLM framework SEP [281], which means
Summarize-Explain-Predict, addresses this need by
enabling the generation of explainable stock predictions.
SEP combines verbal self-reflective agents with Proximal
Policy Optimization (PPO) to provide autonomous and
explainable predictions. This framework allows agents to
self-reflect on their decision-making processes, ensuring that
the predictions are not only accurate but also interpretable.
By enhancing the explainability of stock predictions, SEP
improves accuracy, transparency, and trustworthiness
among investors and analysts.

In summary, the integration of LLMs into agent-based
modeling in finance offers significant advancements in
trading, investment, financial analysis, and economic
simulation. These applications demonstrate the versatility
and effectiveness of LLMs in enhancing decision-making,
strategy formulation, and market analysis. Future research
in this area promises to further refine these systems,
improving their accuracy, efficiency, trustworthiness, and
adaptability in the ever-evolving financial landscape [282],
[283], [284].

3.6 Other Applications

Cloud computing could be integrated with LLMs to en-
hance scalability, efficiency, and cost-effectiveness across
financial sectors. As discussed in previous sections, LLMs’
advanced NLP capabilities are being utilized to automate
complex processes, improve customer interactions, and sup-
port decision-making in banking. The use of serverless
architecture within cloud computing frameworks could pro-
vide a scalable and efficient platform for deploying these
AI models, eliminating the need for traditional server man-
agement [285]. By leveraging the synergy between LLMs
and serverless computing, financial institutions can enhance
operational resilience, ensure regulatory compliance, and
maintain vendor independence. Practical implementations,
such as Kore.AI and the Devin framework, have demon-
strated the transformative impact of this integration. As
the financial sector continues to evolve, the strategic use

of LLMs in cloud computing has the potential to drive
significant innovation, operational efficiency, and customer-
centricity [286].

4 DATASETS, CODE AND BENCHMARK

4.1 Datasets
The datasets used in this survey paper cover a wide range of
financial domains and tasks. These datasets are crucial for
training and evaluating models on specific financial tasks
such as sentiment analysis, question answering, relation
extraction, and numerical reasoning. Several widely-used
datasets include:

• Financial PhraseBank (FPB) [302]: This is a dataset
consisting of financial phrases annotated with senti-
ment labels. It is widely used for sentiment analysis
in financial contexts due to its detailed and domain-
specific annotations.

• Financial Question Answering and Opinion Mining
(FiQA) [303]: This dataset focuses on aspect-based sen-
timent analysis and opinion-based question answering.
It includes financial news headlines and microblogs,
annotated for sentiment and aspect categories. The
dataset is designed to challenge models with tasks that
require fine-grained sentiment and opinion extraction
from financial texts.

• FinQA [304]: A dataset designed for numerical rea-
soning over financial data. FinQA includes questions
that require understanding and manipulating numeri-
cal information from financial reports. It emphasizes the
need for models to perform complex reasoning tasks
involving financial metrics and calculations.

Other datasets such as ECTSum [305], FiNER [306],
FinRED [307], REFinD [117], FinSBD [308] and CFLUE
[309] contribute to various specific financial NLP tasks.
These include earnings call summarization, named entity
recognition, relation extraction, and financial language un-
derstanding evaluations. Collectively, these datasets pro-
vide a robust foundation for developing and benchmarking
LLMs in financial applications.

4.2 Benchmarks and Code
Furthermore, we outline the comprehensive benchmark
used to assess LLM performance in the financial domain.
Robust benchmarks are vital as they provide standardized
measures to objectively compare models, ensuring relia-
bility and accuracy in financial text understanding and
prediction. This systematic evaluation fosters transparency,
reproducibility, and continuous improvement in LLM appli-
cations. Sharing code and methodologies promotes collabo-
ration, driving innovation and practical implementation in
real-world financial scenarios.

A notable work in this field is FLUE [23], which denotes
Financial Language Understanding Evaluation, addressing
the unique challenges posed by financial texts. It is a
comprehensive suite of benchmarks designed to assess the
performance of language models on various financial NLP
tasks. FLUE consists of five tasks: financial sentiment analy-
sis using the FPB dataset, news headline classification based
on the gold news headline dataset, named entity recognition
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TABLE 2
Benchmarks of LLMs on Financial Applications.

Name Year Task Modality Model Language Open Source

PIXIU [27, 287] 2023 Multiple financial NLP tasks,
Stock prediction

Text, Table,
Time-series FinMA Chinese, English Yes[1]

FLUE [23] 2022 Multiple financial NLP tasks Text FLANG English Yes[2]

AlphaFin [288] 2024 Financial question answering,
Stock prediction Text Stock-Chain Chinese, English Yes[3]

Li et al. [289] 2023 Multiple financial NLP tasks Text - English -

BizBench [290] 2023 Multiple financial NLP tasks,
Program Synthesis

Text, Table,
Code - English Yes[4]

DOCMATH-EVAL [291] 2023 Numerical reasoning Text, Table - English Yes[5]

EconLogicQA [292] 2024 Financial question answering Text - English Yes[6]

FINANCEBENCH [293] 2023 Financial question answering Text - English Yes[7]

Lakkaraju et al. [240] 2023 Financial advisement Text - English -
MultiLing 2019 [294] 2019 Financial narrative summarisation Text - English Yes[8]

R-Judge [295] 2024 Safety judgment, Risk identification Text - English Yes[9]

BBT-Fin [21] 2023 Multiple financial NLP tasks Text BBT-FinT5 Chinese Yes[10]

CFBenchmark [296] 2024 Multiple financial NLP tasks Text - Chinese Yes[11]

Hirano [297] 2024 Multiple financial NLP tasks Text - Japanese Yes[12]

FLARE-ES [298] 2024 Multiple financial NLP tasks Text, Table,
Time-series FinMA-ES Spanish, English Yes[1]

FinEval [299] 2023 Financial domain knowledge Text - Chinese Yes[13]

ICE-PIXIU [300] 2024 Multiple financial NLP tasks Text, Table,
Time-series ICE-INTENT Chinese, English Yes[1]

SuperCLUE-Fin [301] 2024 Various financial tasks Text - Chinese Yes[14]

[1] https://github.com/The-FinAI/PIXIU [2] https://salt-nlp.github.io/FLANG/ [3] https://github.com/AlphaFin-proj/AlphaFin
[4] https://huggingface.co/datasets/kensho/BizBench [5] https://github.com/yale-nlp/DocMath-Eval
[6] https://huggingface.co/datasets/yinzhu-quan/econlogicqa [7] https://github.com/patronus-ai/financebench
[8] http://multiling.iit.demokritos.gr/pages/view/1754/multiling-2019 [9] https://github.com/Lordog/R-Judge
[10] https://github.com/ssymmetry/BBT-FinCUGE-Application [11] https://github.com/TongjiFinLab/CFBenchmark
[12] https://github.com/pfnet-research/japanese-lm-financial-benchmark
[13] https://github.com/SUFE-AIFLM-Lab/FinEval [14] https://www.CLUEbenchmarks.com

with data from financial agreements, structure boundary
detection using the FinSBD dataset, and question answering
with data from the FiQA challenge. Besides, this paper intro-
duces FLANG-BERT and FLANG-ELECTRA, two models
specifically trained on financial data using a novel pre-
training methodology that incorporates financial keywords
and phrases for better masking, as well as span boundary
and in-filing objectives. which we have introduced in Sec-
tion 2. These benchmarks cover a range of tasks critical for
financial NLP, providing a robust platform to evaluate the
effectiveness of financial language models.

PIXIU [27] represents a more recent development in the
field, introducing a comprehensive framework that includes
a financial LLM called FinMA, a large-scale multi-task
instruction dataset, and a holistic evaluation benchmark
named FLARE (Financial Language Understanding And
Prediction Evaluation Benchmark). PIXIU is characterized
by its open resources, making all components, including the
model, instruction tuning data, and benchmarks, publicly
available to promote transparency and further research. The
instruction tuning data in PIXIU covers various financial
tasks and modalities, including text, tables, and time-series
data, ensuring comprehensive model training. The FLARE
benchmark evaluates models on four financial NLP tasks
(sentiment analysis, news headline classification, named
entity recognition, and question answering) and one finan-
cial prediction task (stock movement prediction), covering
nine datasets in total. This broad assessment allows for a

thorough evaluation of a model’s capabilities in handling
diverse financial data, providing a more holistic benchmark
compared to previous ones focused solely on NLP.

In addition, various other benchmarks have been
developed to evaluate LLMs on a wide range of financial
tasks. These benchmarks are closely related to the real-
world applications that we discussed in the previous
sections, including linguistic tasks, sentiment analysis,
numerical reasoning, and comprehensive financial analysis.
For example, Li et al. [289] explore the effectiveness
of LLMs in financial text analytics. MultiLing 2019
[294] and BizBench [290] evaluate models on their
ability to summarize financial narratives and perform
quantitative reasoning in business and finance contexts.
For interpretable financial prediction, benchmarks like
AlphaFin [288] and FinanceBench [293] assess models on
stock trend prediction and financial question answering.
Numerical reasoning capabilities are evaluated using
benchmarks like DocMath-Eval [291], which tests models
on interpreting and calculating complex financial data
from long documents. Comprehensive benchmarks like
R-Judge [295] and EconLogicQA [292] focus on assessing
risk awareness, safety in financial decision-making, and
sequential reasoning within economic contexts. Together,
these benchmarks provide a promising development for
evaluating the diverse capabilities of LLMs in financial
applications, ensuring models are tested across a broad
spectrum of tasks.

https://github.com/The-FinAI/PIXIU
https://salt-nlp.github.io/FLANG/
https://github.com/AlphaFin-proj/AlphaFin
https://huggingface.co/datasets/kensho/BizBench
https://github.com/yale-nlp/DocMath-Eval
https://huggingface.co/datasets/yinzhu-quan/econlogicqa
https://github.com/patronus-ai/financebench
http://multiling.iit.demokritos.gr/pages/view/1754/multiling-2019
https://github.com/Lordog/R-Judge
https://github.com/ssymmetry/BBT-FinCUGE-Application
https://github.com/TongjiFinLab/CFBenchmark
https://github.com/pfnet-research/japanese-lm-financial-benchmark
https://github.com/SUFE-AIFLM-Lab/FinEval
https://www.CLUEbenchmarks.com
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Impact of Language: Besides the aforementioned
benchmarks, the language impact on the performance
of financial LLMs has become another topic of interest
and has been extensively explored. This research often
focuses on creating benchmarks for specific languages or
comparing model performance across different languages to
understand their effectiveness in diverse linguistic contexts.

Several benchmarks have been developed to evaluate
models on tasks such as sentiment analysis, named entity
recognition, relation extraction, and financial news sum-
marization in the Chinese financial domain. Benchmarks
like BBT-Fin [21] and CFBenchmark [296] are designed
to provide comprehensive datasets and evaluation frame-
works tailored to the linguistic and financial nuances of
Chinese texts. Similarly, FinEval [299] and SuperCLUE-Fin
[301] focus on a broader range of financial tasks, advanc-
ing Chinese financial NLP by addressing both theoretical
knowledge and practical applications such as compliance,
risk management, and investment analysis.

In the Japanese context, benchmarks such as the one
developed by Hirano [297] evaluate models on tasks like
sentiment analysis, auditing tasks from the Japanese CPA
(Certified Public Accountant) exam, and financial planner
exam questions. This benchmark provides a robust frame-
work to assess models’ proficiency in Japanese financial
texts.

Furthermore, there are several researches that explore
bilingual capabilities to examine the performance of finan-
cial LLMs between different languages. Zhang et al. [298]
focuses on the comparison between Spanish and English,
highlighting the challenges and effectiveness of models in
processing and understanding financial texts across these
languages. Hu et al. [300] extends this comparison to
Chinese and English, providing insights into the models’
generalization and adaptation capabilities across diverse
linguistic contexts.

These language-specific benchmarks and comparative
studies are crucial for understanding the linguistic impact
on financial LLMs. They ensure that models are capable of
accurately processing and interpreting financial information
in various major languages, thereby broadening their appli-
cability and effectiveness in global financial markets.

5 CHALLENGES AND OPPORTUNITIES

Despite the numerous advantages of integrating LLMs in
financial applications, as discussed in section 2.3, it is crucial
to acknowledge and address the challenges that come with
this innovative approach. Alongside these challenges, there
exist significant opportunities for further development and
refinement of LLMs in financial applications. In this section,
we will explore the key challenges and opportunities asso-
ciated with the use of LLMs in the financial sector, focusing
on how researchers and practitioners can collaborate to
overcome obstacles and unlock new possibilities for data-
driven decision-making.

5.1 Data Issues
Handle High-Dimensional Financial Data: While LLMs
have demonstrated remarkable proficiency in processing

and understanding contextual information within long
text sequences, their performance in handling high-
dimensional financial time series data remains uncertain.
The unique challenges posed by the complex and highly
dimensional nature of financial data present an opportunity
for further research and exploration. By investigating the
potential of hybrid models that combine the contextual
understanding of LLMs with specialized techniques for
handling high-dimensional data, domain-specific pre-
training strategies, and the integration of LLMs with other
machine learning techniques, researchers can develop
powerful AI models tailored to analyze and understand
financial time series. These advancements could ultimately
enhance the performance and applicability of AI in the
financial sector, leading to more accurate predictions,
better risk management, and improved decision-making
processes.

Data Pollution: Data pollution could be a multifaceted
challenge that can significantly impact the performance
and reliability of these LLM models. The first aspect
of data pollution involves the presence of inaccurate,
misleading, or irrelevant data, such as spam advertisements
or deliberately spreading misinformation that has been
fed into this LLM model. This type of data pollution can
severely degrade the performance of LLMs, leading to poor
decision-making and compromised integrity of financial
models, particularly when using cloud-based LLMs like
ChatGPT, as the contamination can spread throughout the
entire training environment.

Besides, a second and increasingly important aspect of
data pollution lies in the growing trend of data being
generated by LLMs themselves, rather than by humans.
This phenomenon raises concerns about the quality and rel-
evance of the data used to train these models. For instance,
if financial reports are generated by LLMs, the models are
essentially learning from their own output, which can result
in increasingly rigid and inflexible learning. The models
may fail to capture the true intentions and nuances of
human expression, leading to a deterioration in the quality
of the generated content.

To address this issue, major companies are strongly
emphasizing the collection of high-quality, diverse datasets
that include real human interactions. One potential solution
to mitigate the impact of LLM-generated data pollution is to
develop evaluation methods to assess the meaningfulness
of the data created by LLMs. In this case, we can enhance
the performance and reliability of these models, ultimately
leading to more accurate and trustworthy financial analyses
and predictions.

Signal Decay: The widespread adoption of LLMs for
generating trading strategies in the rapidly evolving
financial world poses a unique challenge: signal decay. As
more market participants employ LLMs, the effectiveness
of these strategies may diminish over time, leading to
a depletion of profitable market signals. However, this
challenge also presents an opportunity to develop adaptive
LLMs that continuously learn from new data and evolve
alongside market conditions. By leveraging their ability
to process vast amounts of financial information and
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identify emerging patterns, these models can maintain their
effectiveness over time through continuous retraining and
validation.

5.2 Modeling Issues

Inference Speed and Cost: Balancing the need for fast and
cost-effective model inference with performance require-
ments is a significant challenge due to the high compu-
tational demands of LLMs. This can sometimes lead to
high inference costs and slower speeds, particularly when
processing large datasets. However, advances in model
optimization and hardware offer exciting opportunities to
reduce these costs and improve speeds. This makes LLMs
more accessible and practical for various financial appli-
cations, promoting more efficient resource use and wider
adoption of LLM technologies in the finance industry.

For instance, a hybrid inference approach, as discussed
in the work by Ding et al. [310], proposes using a router to
dynamically allocate queries to either a small or large model
based on the predicted query difficulty and the required
quality level. This method aims to balance the trade-off
between cost and performance effectively. The router can
be fine-tuned to ensure that simpler queries are handled by
the smaller, less expensive models, while the more complex
queries are directed to the larger, more powerful models.
This approach can lead to significant cost savings—up to
40% fewer calls to the large model—without compromising
the response quality. Such optimization can make LLMs
more economically viable for financial applications, where
precision and speed are critical, thereby enhancing their
adoption and utility across various financial services and
operations.

Future Lookahead Bias in Financial Backtesting:
Backtesting financial models using LLMs presents a
significant challenge due to the risk of future lookahead
bias [311]. This bias occurs when the model inadvertently
incorporates information from the future during the training
process, leading to overly optimistic and misleading
backtesting results. Consequently, the model’s reliability
and predictive accuracy come into question, as it may not
perform as well on unseen, real-time data. Addressing
this issue requires careful handling of data and the
implementation of robust validation techniques to ensure
the integrity of the backtesting process.

Despite the challenges posed by future lookahead bias,
researchers can explore innovative solutions to address this
issue and design LLMs that effectively mitigate its impact.
One of the straightforward methods, as addressed by Kim
et al. [235], is to use anonymized data that cannot be identi-
fied by the LLM. This ensures that the LLM cannot leverage
its pre-trained memory when dealing with specific firm
questions. However, robust validation techniques should
still be implemented. The authors perform formal analyses
to further rule out concerns about look-ahead bias.

Similarly, recent work in [312] specifically designed a
series of point-in-time LLMs called TimeMachineGPT
(TiMaGPT). These models are trained on datasets
that maintain temporal integrity, ensuring that they
remain uninformed about future factual information

and linguistic changes. By avoiding the incorporation
of future information during training, TiMaGPT models
can provide more accurate and reliable insights for
time-series forecasting and other dynamic contexts in
financial modeling. The availability of both the models and
training datasets further enhances the transparency and
reproducibility of the results.

Hallucinations in LLM Financial Outputs: The use
of LLM-generated content in various financial tasks raises
significant concerns about legality and reliability. Financial
reports are subject to strict legal and regulatory standards,
and inaccuracies can lead to severe consequences for
organizations. A primary issue with LLMs is their potential
to generate fake, hallucinated, or factually incorrect
statements due to their training on vast amounts of
data. Ensuring LLM-generated content adheres to legal
standards and is error-free is complex and requires careful
consideration and monitoring, especially when the output
may not undergo the same scrutiny as a full financial report.
The lack of standardized frameworks and guidelines for
robot-generated financial content could further complicate
this process.

To address the challenge of ensuring accuracy and
trustworthiness in LLM-generated financial content,
leveraging advanced tools like GenAudit [313] presents
significant opportunities. GenAudit is designed to assist in
fact-checking LLM responses for document-grounded tasks.
It suggests edits by revising or removing unsupported
claims and presents evidence for supported facts.
Comprehensive evaluations by human raters demonstrate
GenAudit’s effectiveness in detecting errors across various
LLM outputs from diverse domains. The system is designed
to increase error recall while minimizing the impact on
precision, ensuring that most errors are flagged and
corrected.

Uncertainty Estimation for LLM responses: Estimating the
uncertainty and providing confidence intervals for model
predictions is critical in finance because LLM outputs are
essentially sampled from a distribution, rather than being
deterministic. This means that asking the LLM the same
question multiple times may yield different responses, with
some samples potentially having significant errors. For
financial decision-making or forecasting, relying on a single
sample can be misleading. Moreover, when applying these
predictions practically, the error range remains unknown,
making risk control challenging. Therefore, to manage
risk, it is necessary to perform uncertainty estimation
on LLM outputs and establish confidence intervals for
their predictions. This approach helps control errors
and mitigate risks. Developing sophisticated methods
for uncertainty quantification can provide more reliable
confidence intervals, thereby enhancing risk management
and decision-making in finance. It allows stakeholders to
make more informed and confident decisions based on
LLM predictions.

5.3 Benchmarking
Evaluation of Trading Strategies: In addition to the
aforementioned signal decay caused by the widespread
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adoption of LLM models, another significant challenge
in constructing trading strategies using LLMs lies in the
evaluation process. The difficulty arises from the fact that
the benchmarks currently used to test LLM-generated
signals were constructed before the emergence of LLMs.
As a result, the environment has changed, making it
challenging to effectively evaluate the effectiveness of
these LLM-generated signals. The benchmarks that were
once suitable for evaluating trading signals in a pre-
LLM environment may no longer be applicable, as the
widespread availability of LLMs has altered the landscape.
This change in the environment is not a gradual decay but
rather a fundamental shift that requires a new approach to
evaluation. To address this issue, it is crucial to develop new
benchmarks that are adaptable to LLMs and aligned with
the current state of the market. Without such benchmarks,
it becomes difficult to accurately assess the performance of
LLM-generated signals, leading to uncertainty regarding
their effectiveness. Therefore, in addition to the traditional
signal decay problem, the evaluation difficulty posed by
the changed environment should also be recognized and
addressed to effectively leverage LLMs in constructing
trading strategies.

Interpretability: The lack of interpretability in LLMs
used within the finance industry presents a significant
challenge. Stakeholders require a clear understanding of
how these models arrive at their decisions to establish
trust and effectively utilize their outputs. Developing
methods to enhance the transparency and interpretability
of LLMs is an ongoing effort [152, 209]. By investing in
research aimed at improving the interpretability of LLMs,
financial institutions can build trust and transparency
in their AI-driven processes, leading to better decision-
making and increased adoption of LLMs in the financial
sector. As described in PloutosGPT [13], two quantifiable
metrics—faithfulness and informativeness—are employed
to verify the quality of the interpretability of the generated
rationales. Faithfulness measures whether the facts in the
model’s response are based on or can be inferred from
the given knowledge, while informativeness measures the
amount of information contained in the model’s response.
The development of tools that explain model decisions
can help stakeholders comprehend and effectively use the
insights generated by AI.

5.4 Ethical Issues

Benign Alignment: Ensuring that LLMs output content
that aligns with social values and avoids harmful
recommendations is a key concern [314]. This involves
making sure that the outputs conform not only to ethical
standards but also to legal regulations, avoiding suggestions
that could lead to negative actions. This issue intersects
with both attack prevention and safety measures. The
challenge lies in aligning the objectives of LLMs with
benign and ethical goals, as misaligned models can
produce unintended and potentially harmful consequences.
Therefore, it is crucial to ensure that LLMs operate within
ethical boundaries and adhere to regulatory standards. The
opportunity here is to proactively align LLM objectives with

ethical standards to mitigate risks and ensure that these
models contribute positively, particularly in the financial
sector. This includes developing frameworks for ethical
AI [315, 316] use in finance, which can foster trust and
compliance.

Legal Responsibility: As LLMs continue to play an
increasingly significant role in financial decision-making,
the issues of legal responsibility and accountability become
more prominent. The complexity of these models and
their potential for misuse present unique challenges in
determining accountability when things go wrong. It is
crucial to establish clear frameworks and regulations to
address these concerns. The development of a well-defined
legal framework for the use of LLMs in the financial sector
is essential to provide certainty and foster confidence
among stakeholders. By clarifying the lines of responsibility
and accountability, such a framework can promote the
widespread adoption of these technologies while ensuring
their responsible use. This framework should allocate
liability in cases where LLMs are misused or produce
unintended consequences, establish standards for the
development, testing, and deployment of LLMs in financial
applications, and provide mechanisms for red flags and
compensation in cases where LLMs cause financial harm.

Safety and Privacy: The security and privacy of financial
data are extremely important, given the significant threats
posed by data breaches and compliance violations.
Deploying LLMs in the financial sector presents unique
challenges in maintaining robust data protection measures
and safeguarding sensitive information. However,
advancements in cybersecurity can bolster the security and
privacy of financial data used by LLMs. By implementing
strong security protocols, we can mitigate the risks of data
leaks and ensure adherence to privacy regulations, thereby
building trust and protecting sensitive information. To
further prevent data leakage, especially with cloud-based
GPT models, it is essential to process confidential data in
a local environment. This approach minimizes the risk of
breaches while still leveraging the capabilities of LLMs.
With the growing availability of open-source models,
organizations can now utilize LLMs within their local
infrastructure, ensuring the security and privacy of their
financial data while benefiting from the advanced features
these models offer.

Understanding Incentives: The highly competitive nature
of the financial industry, coupled with the massive amounts
of capital outcomes, necessitates a careful examination of
the incentives driving the development and application
of LLMs. As LLMs become increasingly prevalent in
various domains, including finance, it is crucial to consider
their potential impact on individuals and organizations,
including government agencies.

Ethical concerns surrounding AI are growing. Profes-
sional organizations like the Association for Computing
Machinery (ACM) [317] have developed codes of ethics
and conduct to guide the development and use of AI
technologies. However, unlike regulated professions such
as medicine, law, or engineering, where practitioners are
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bound by professional designations and can face conse-
quences for violating ethical standards, LLM developers
are not subject to similar oversight. This lack of formal ac-
countability mechanisms poses challenges in ensuring that
LLM developers adhere to established ethical guidelines.
Furthermore, LLMs themselves, when performing reason-
ing and decision-making, are likely to operate in an opaque
manner, creating barriers to uncover and understand all
their potential incentives, particularly those that may lead
to negative ethical implications.

To address this, there is a pressing need for greater
transparency regarding the incentives behind LLM rec-
ommendations. For instance, the fund industry has been
moving towards clear reporting of management fees for
fund managers. A similar approach should be adopted for
LLMs to systematically evaluate their impact on stakehold-
ers. Europe has taken proactive steps with the A.I. Act
[318], adopting a ”risk-based approach” to regulate high-
risk applications and mitigate potential harms such as racial
biases. This framework highlights the challenge of balancing
effective regulation with fostering innovation.

As LLMs continue to evolve and integrate into the
financial industry, understanding and aligning incentives
will be critical to ensuring their responsible and beneficial
application. This may involve a combination of approaches,
including developing and enforcing industry-specific ethical
guidelines and best practices, understanding breakdowns
of what data was used to train the systems, promoting
transparency in LLM development and recommendation
processes, implementing accountability mechanisms to ver-
ify compliance with ethical standards, encouraging collabo-
ration between LLM developers, domain experts, ethicists,
and regulators, and educating stakeholders about the capa-
bilities, limitations, and potential risks of LLMs.

In the end, natural language takes place in various situ-
ations: to inform, to persuade, to entertain, to educate, and
so on. Thus, we would expect LLMs to be employed within
these constructs. While humans have exquisite talents with
situational awareness, it will be interesting to see if LLMs
will be able to develop their own skills in this regard. As
the financial industry increasingly adopts LLMs, a proactive
and collaborative approach to addressing ethical concerns,
aligning incentives, and ensuring responsible application
will be essential to harnessing the benefits of this transfor-
mative technology while mitigating potential harms.

6 CONCLUSION

This survey provides a comprehensive overview of the
application of LLMs in the financial domain, highlighting
their capabilities in enhancing various financial tasks such
as linguistic tasks, sentiment analysis, financial time series
analysis, financial reasoning, and agent-based modeling.
LLMs demonstrate remarkable potential in improving the
efficiency and accuracy of financial processes through ad-
vanced contextual understanding and real-time analysis.

Despite their promising capabilities, challenges such as
data privacy, interpretability, and computational costs need
to be addressed to ensure the responsible and effective
deployment of LLMs in finance. By summarizing the cur-
rent state, advantages, and limitations of LLMs in financial

applications, this survey aims to inspire further research and
innovation. As research continues to evolve, it is our hope
that this review will encourage more exploration and dis-
cussion on the potential and limitations of LLMs, advancing
their integration into the financial sector for more strategic
investment and efficient decision-making.
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